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Notation

real numbers, positive reals, n-tuples of reals
natural numbers {0, 1,2,...}, complex numbers
open interval, closed interval

sequence (a list in which order matters)

row i and column j entry of matrix H

vector spaces

vector, zero vector, zero vector of a space V
space of degree n polynomials, 1 x m matrices
span of a set

basis, basis vectors

standard basis for R™

isomorphic spaces

direct sum of subspaces

homomorphisms (linear maps)

transformations (linear maps from a space to itself)

representation of a vector, a map

zero matrix, identity matrix
determinant of the matrix

range space, null space of the map
generalized range space and null space

character

Greek letters with pronounciation

name character name
104 alpha AL-fuh v nu NEW
B beta BAY-tuh £,  xi KSIGH
v, T gamma GAM-muh o] omicron OM-uh-CRON
5, A delta DEL-tuh m, 11 pi PIE
€ epsilon EP-suh-lon p rho ROW
C zeta ZAY-tuh o, X sigma SIG-muh
n eta AY-tuh T tau TOW (as in cow)
0, © theta THAY-tuh v,Y upsilon OOP-suh-LON
L iota eye-OH-tuh ¢, ® phi FEE, or FI (as in hi)
K kappa KAP-uh X chi KI (as in hi)
A, A lambda LAM-duh P, ¥  psi SIGH, or PSIGH
v mu MEW w, O omega oh-MAY-guh

Capitals shown are the ones that differ from Roman capitals.
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Cliapiter One

Linear Systems

Section I: Solving Linear Systems

One.l.1: Gauss’s Method

One.l.1.17  (a) Gauss’s Method
7(1/2)—p>1+pz 2x + 3y= 13
—(5/2)y=-15/2
gives that the solution is y =3 and x = 2.
(b) Gauss’s Method here

s x — z=0 x — z=0
g yg3z=1 2 gy 3=

P1+p3
y =4 —3z=3

gives x =—1,y =4, and z = —1.

One.l.1.18 If a system has a contradictory equation then it has no solution. Otherwise,
if there are any variables that are not leading a row then it has infinitely many
solution. In the final case, where there is no contradictory equation and every
variable leads some row, it has a unique solution.

(a) Unique solution

(b) Infinitely many solutions
(c) Infinitely many solutions
(d) No solution

(e) Infinitely many solutions
(f) Infinitely many solutions
(9) No solution

(h) Infinitely many solutions
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(i) No solution
(j) Unique solution
One.l.1.19  (a) Gaussian reduction
—(1/2)p1+p2 2x+ 2y= 5
—
—5y=-5/2
shows that y = 1/2 and x = 2 is the unique solution.
(b) Gauss’s Method
pi+p2 —Xx+ y=1
— 2y=3
gives y = 3/2 and x = 1/2 as the only solution.
(c) Row reduction
7p1_+>pz x—3y+z= 1
dy+z=13
shows, because the variable z is not a leading variable in any row, that there are
many solutions.
(d) Row reduction
—3p1tp2 —Xx—y= 1
- 0=—1
shows that there is no solution.
(e) Gauss's Method

x+ y—z=10 x+ y— z= 10
P1eps 2x—2y+z= 0 —zu—pz —4y +3z=-20
X +z= 5 -—pitps —y+2z= -5
4y +z=20 4y+ z= 20
X+ Y- z 10
—(1/4)p2+p3 —4y + 3z=-20
p2tbs (5/4)z= 0
4z= 0

gives the unique solution (x,y,z) = (5,5,0).
(f) Here Gauss’s Method gives

2x + z+ w= 5
—(3/2)p1+p3 y — w= —1
—
—2p1+p4 —(5/2)z— (5/2)w =—15/2
y — w= —1
2x + z+ w= 5
—P2hpa y — = -1

—(5/2)z— (5/2)w=—-15/2
0= 0
which shows that there are many solutions.
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One.l.1.20  (a) Gauss’s Method

x+y+ z=5 x+ y+ z= 5
x—y =0 257 0 —2y— z=-5
y+2z=7 y+2z= 7

(3/2)pz+p3 X+t ouw z= 0
— 0 —2y-— 1=-5
+(3/2)z=7/2
followed by back-substitution gives x =1,y =1, and z = 3.
(b) Here Gauss’s Method

3x + z= 7 s 3x + z= 7
X— y+3z= 4 ’(1/3)—"9“’2 —y+ (8/3)z=  5/3
Xx42y—5z=—1 /TR ou (16/3)2=—(10/3)

5 3x + z= 7

P2tps —y +(8/3)z=5/3

0= 0

finds that the variable z does not lead a row. There are infinitely many solutions.
(c) The steps

x+3y+ z=0 x+3y+ z=0 5 x+3y+z=0
—Xx— Yy =2 z%z 2y+ z=2 R 2y+z=2
—X + y+2Z:8 1 : 4y+32:8 z=4

give (x,y,z) = (—1,-1,4).
One.l.1.21  (a) From x = 1 — 3y we get that 2(1 —3y) +y = —3, givingy = 1.
(b) From x = 1 — 3y we get that 2(1 — 3y) + 2y = 0, leading to the conclusion
that y =1/2.
Users of this method must check any potential solutions by substituting back
into all the equations.
One.l.1.22 Do the reduction
=3p1+tp2 X—Y= 1
_> 0=-3+k
to conclude this system has no solutions if k # 3 and if k = 3 then it has infinitely
many solutions. It never has a unique solution.

One.l.1.23 Let x =sina, y =cos 3, and z =tany:

2x— y+3z= 3 5 2x— y+ 3z=3
4x + 2y —2z =10 ’3‘%"2 4y— 8z=4
x—3y+ z=9 % —82=0

gives z=0,y =1, and x = 2. Note that no « € R satisfies that sin o« = 2.
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One.l.1.24  (a) Gauss’s Method

x— 3y= b1 x— 3y= by

—3p1+p2 10y = 73b] + bz —p2+pP3 10y = *3b1 +b2
— =

:g1+_€3 10y= —by+b3z —p2tea 0=2b; — by +b3

pre 10y = —2b; + by 0= by —by+by

shows that this system is consistent if and only if both b3 = —2b; + b, and

bs = —by + by.
(b) Reduction

5 X1+ 2x2 +3x3 = b
a l}pz X2 —3x3 =—2by + b
—p1+p
e —2x2 +5x3 = —by + b3
, X1+ 2x2 + 3x3 = b
P2 tps X2 — 3x3 = —2by 4+ by

—x3 =—5b7 + 2by + b3
shows that each of by, by, and b3 can be any real number —this system always
has a unique solution.

One.l.1.25 This system with more unknowns than equations

x+y+z=0
x+y+z=1
has no solution.

One.l.1.26 Yes. For example, the fact that we can have the same reaction in two
different flasks shows that twice any solution is another, different, solution (if a
physical reaction occurs then there must be at least one nonzero solution).

One.l.1.27 Because f(1) =2, f(—1) = 6, and f(2) = 3 we get a linear system.

la+1b+c=2
la—Tb+c=6
da+2b+c=3
Gauss’s Method
a+ b+ c= 2 a+ b+ c= 2
_*4‘;%_":3 b = 4 2 —2b = 4
—2b—3c=-5 —3c=-9

shows that the solution is f(x) = 1x? — 2x + 3.
One.l.1.28 Here So ={(1,1)}

x+y=2 o0p, x+y=2

x—y=0 0=0
while S is a proper superset because it contains at least two points: (1,1) and (2,0).
In this example the solution set does not change.

X+ y=2 o0p, x+y=2

2x+2y =4 0=0
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One.l.1.29  (a) Yes, by inspection the given equation results from —p; + p3.
(b) No. The pair (1,1) satisfies the given equation. However, that pair does not
satisfy the first equation in the system.
(c) Yes. To see if the given row is c1p; + c2p2, solve the system of equations
relating the coefficients of x, y, z, and the constants:

2c1+6c2= 6
Cq —3(22:—9
—c1+ ¢c2= 5
4cqy +5¢c, =2

and get ¢; = —3 and ¢, = 2, so the given row is —3p; + 2p>.
One.l.1.30 If a # O then the solution set of the first equation is this.
{(xy) eR? | x = (c—by)/a = (c¢/a) - (b/a) - y} (%)
Thus, given y we can compute the associated x. Taking y = 0 gives the solution
(c/a,0), and since the second equation ax + dy = e is supposed to have the same
solution set, substituting into it gives that a(c/a) +d-0 = e, so ¢ = e. Taking
y =11n (x) gives a((c —b)/a) + d -1 =e, and so b = d. Hence they are the same
equation.
When a = 0 the equations can be different and still have the same solution
set: e.g., Ox + 3y = 6 and Ox + 6y = 12.
One.l.1.31 We take three cases: that a # 0, that a = 0 and ¢ # 0, and that both
a=0and c=0.
For the first, we assume that a # 0. Then the reduction
7(6/%+p2 ax + by =j .
(—(eb/a) + d)y =—(cj/a) + k
shows that this system has a unique solution if and only if —(cb/a) + d # O;
remember that a # 0 so that back substitution yields a unique x (observe, by the
way, that j and k play no role in the conclusion that there is a unique solution,
although if there is a unique solution then they contribute to its value). But
—(cb/a) +d = (ad — be)/a and a fraction is not equal to 0 if and only if its
numerator is not equal to 0. Thus, in this first case, there is a unique solution if
and only if ad — bc # 0.
In the second case, if a =0 but ¢ # 0, then we swap
cx+dy=k
by=j
to conclude that the system has a unique solution if and only if b # 0 (we use
the case assumption that ¢ # 0 to get a unique x in back substitution). But—
where a = 0 and ¢ # 0—the condition “b # 0” is equivalent to the condition
“ad — bc # 0”. That finishes the second case.
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Finally, for the third case, if both a and ¢ are 0 then the system

Ox+by=j
Ox+dy=k

might have no solutions (if the second equation is not a multiple of the first) or it
might have infinitely many solutions (if the second equation is a multiple of the
first then for each y satisfying both equations, any pair (x,y) will do), but it never
has a unique solution. Note that a = 0 and ¢ = 0 gives that ad — bc =0.

One.l.1.32 Recall that if a pair of lines share two distinct points then they are the
same line. That’s because two points determine a line, so these two points determine
each of the two lines, and so they are the same line.

Thus the lines can share one point (giving a unique solution), share no points
(siving no solutions), or share at least two points (which makes them the same
line).

One.l.1.33 For the reduction operation of multiplying p; by a nonzero real number k,
we have that (sq,...,s,) satisfies this system

d;

ajx1+ ar2x2+---+ arnxan
kai1x1 +kai2x2 + - +Kkainxn = kdy

Am,1X1 + Qm2X2 +++ QmnXn = dm

if and only if a; 181 +aj 22+ --+ainsn =dj and ... kaj sy +kaj 82 +---+

kainsn =kdi and ... am,181 + am,282 + -+ QmnSn = dim by the definition of
‘satisfies’. Because k # 0, that’s true if and only if aq 1s1+a7 2824+ - -+a1 nsn = ds
and ... aiy181+ai 282+ --+ainsn =diand... am181+am252+ -+ aAmnSn =

dn (this is straightforward canceling on both sides of the i-th equation), which
says that (s1,...,sn) solves

aix1+ arpx2+--+ ayaxn = dg

ai,1X1 + ai2X2+-:-+ Qinxn = di

Am,1X1 + Qm2X2 + -+ AmnXn = dn

as required.
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For the combination operation kp; + pj, the tuple (s1,...,sn) satisfies
aj1x1 +---+ A1nXn = dj
ag1xy + -+ ainXn = di

(kam +ajn X9+ -+ (kai,n + aj’n)xn = kd; + d]-

Am,1X7 + -+ AmnXn = dm
if and only if aj1s1 + -+ ainsSn = dy and ... ay181 + -+ QinsSn = di
and ... (kay1+aj1)s1+ -+ (kQin + ajn)sn = kdi +dj and ... am181 +
Qm,252 + - + QmnSn = dm again by the definition of ‘satisfies’. Subtract k
times the equation i from equation j. (Here is where we need i # j; if i = j then
the two di’s above are not equal.) The previous compound statement holds if

and only if aj 181+ -+ aynsSn =djand ... ai151 +---+ainsSn = di and. ..
(kai,1+aj,1)s1+- -+ (kain+ajn)sn—(kai 181+ -+kainsn) = kdi +dj —kdg
and... @m,151+ -+ am,nSn = dm, which after cancellation says that (si,...,5n)
solves

a1 ax) + -+ arnxn = di

ai, i1+ -+ Ainxn = di

a4j1X1 + -+ Ay aXn = dj

Am,1X1 +"'+am,nxn = dmn

as required.
One.l.1.34 Yes, this one-equation system:
Ox+0y=0
is satisfied by every (x,y) € R2.
One.l.1.35 Yes. This sequence of operations swaps rows i and j
Pitp; —pjtei pitp; —lps
— = — —
so the row-swap operation is redundant in the presence of the other two.

One.l.1.36 Reverse a row swap p; < pj by swapping back p; <> p;. Reverse the kp;
step of multiplying k # 0 on both sides of a row by dividing through (1/k)p;.
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The row combination case is the nontrivial one. The operation kp; + p; results
in this j-th row.
k'am +(1j,1 —|—-~-+k-ai,n+aj,n :k'di+dj
The i-th row unchanged because of the i # j restriction. Because the i-th row is
unchanged, the operation —kp; + p; returns the j-th row to its original state.
(Observe that the i = j condition on the kp; + p; is needed, or else this could

happen
3x+2y=7 PP oy 46y =21
and so the result wouldn’t hold.)

One.l.1.37 Let p, n, and d be the number of pennies, nickels, and dimes. For variables

TR oy ey =21

that are real numbers, this system

p+ n+ d=13 —P14p2 P+ n+ d=13

p+5m+10d =383 In+9d=70
has more than one solution; in fact, it has infinitely many of them. However, it
has a limited number of solutions in which p, n, and d are non-negative integers.
Running through d = 0, ..., d = 8 shows that (p,n,d) = (3,4,6) is the only
solution using natural numbers.

One.l.1.38 Solving the system

(1/3)(a+b+c)+d=29

(1/3)(b+c+d)+a=23

(1/3)(c+d+a)+b=21

(1/3)(d+a+b)+c=17
we obtain a =12, b =9, ¢ =3, d = 21. Thus the second item, 21, is the correct
answer.

One.l.1.39 This s how the answer was given in the cited source. A comparison
of the units and hundreds columns of this addition shows that there must be a
carry from the tens column. The tens column then tells us that A < H, so there
can be no carry from the units or hundreds columns. The five columns then give
the following five equations.

A+E=W
2H=A+10
H=W+1
H+T=E+10
A+1=T

The five linear equations in five unknowns, if solved simultaneously, produce the
unique solution: A =4, T=5 H =7, W =6 and E = 2, so that the original
example in addition was 47474 + 5272 = 52746.
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One.l.1.40 Thas s how the answer was given in the cited source. Some additional
material was added from [joriki]. Eight commissioners voted for B. To see this,
we will use the given information to study how many voters chose each order of A,
B, C.

The six orders of preference are ABC, ACB, BAC, BCA, CAB, CBA; assume
they receive q, b, c, d, e, f votes respectively. We know that

at+b+e=T1
d+e+ f=12
at+c+d=14

from the number preferring A over B, the number preferring C over A, and the
number preferring B over C. Because 20 votes were cast, a+b+ -+ f = 20.
Subtracting the sum of the three above equations from twice the prior equation
gives b+ c + f = 3. We've specified that each preference order got at least one vote,
so that means b=c=f=1.

From the above three equations the complete solution is then a =6, b =1,
c=1,d=7,e=4,and f =1, as we can find with Gauss’s Method. The number
of commissioners voting for B as their first choice is therefore c+d=1+7=8.
Comments. The answer to this question would have been the same had we known
only that at least 14 commissioners preferred B over C.

The seemingly paradoxical nature of the commissioner’s preferences (A is pre-
ferred to B, and B is preferred to C, and C is preferred to A), an example of
“non-transitive dominance”, is common when individual choices are pooled.

One.l.1.41 Thas 1s how the answer was gwen in the cited source. We have not
used ‘“dependent” yet; it means here that Gauss’s Method shows that there s
not a unique solution. If n > 3 the system is dependent and the solution is not
unique. Hence n < 3. But the term “system” implies n > 1. Hence n = 2. If the
equations are

ax+ (a+djy=a+2d
(a+3d)x+ (a+4d)y=a+5d

then x = -1,y =2.

One.l.2: Describing the Solution Set

Onel2.15 (@) 2 (b) 3 (c) =1 (d) Not defined.
Onel.2.16  (a) 2x3 (b) 3x2 (c) 2x2
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5 -2
One.l.2.17  (a) |1 (b) (i%) (c) | 4 (d) (gl) (e) Not defined.

5 0

(f) |8
4

One.l.2.18  (a) This reduction

3 6|18 (=1/3)01+02 3 6|18

1 2| 6 0 0| 0
leaves x leading and y free. Making y the parameter, gives x = 6 — 2y and this

6 -2
R
{<O)+(1>yly€ }

1 1 1 —P1p2 1 1 1

1T =1 -1 0 —2|-2
gives the unique solution y = 1, x = 0. The solution set is this.

(5)

solution set.

(b) A reduction

(c) Gauss’s Method

1T 0 1 4 1 0 1|4 1 0 1|4
T -1 2] 5| 25 o o~ a2 o -1 11
4 -1 s5|17) o 11 0 0 00
leaves xq and x, leading with x3 free. The solution set is this.
4 —1
{1-11]+ 1 x3 | x3 € R}
0 1
(d) This reduction
2 1 =112 2 1 —1 2
2 0 13 anne 0o -1 2|1
1 -1 0 o) “WERTe o 32 12| 1
YT L 2
— 0 -1 2 1
0 0 —-5/2|-5/2

shows that the solution set is a singleton set.
1
{1
1
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(e) This reduction is easy

1 2 —1 0]3 , 1 2 -1 0] 3
2 1 o0 14| 2P o 3 2 1|22
—pP1+p3
1 =1 1 11 0 -3 2 1|=2

1 2 —1 0] 3
T 1o 3 02 1| =2
0O 0 0 0| 0

and ends with x and y leading while z and w are free. Solving for y gives
y = (2+ 2z +w)/3 and substitution shows that x +2(2+2z+w)/3 —z =3 so

x = (5/3) — (1/3)z — (2/3)w, making this the solution set.

5/3 ~1/3 —2/3

2 2 1

{ /3 + /3 z+ /3 wlz,weR}
0 1 0
0 0 1
(f) The reduction

101 1|4 10 1 1] 4
21 0 12 ’i‘it"z 01 —2 —3|—6
311 07 > o1 —2 —3|=5
10 1 1] 4
e Lo 1 2 -3 —6
00 0 0] 1

shows that there is no solution —the solution set is empty.

One.l.2.19  (a) The reduction
2 1 =11 ~201402 2 1 =11
4 =1 0 |3 0 -3 2|1
ends with x and y leading, and with z free. Solving for y givesy = (1—2z)/(—3),
and then substitution 2x+(1—2z)/(—3)—z = 1 shows that x = ((4/3)+(1/3)z)/2.

Hence the solution set is this.

2/3 1/6
{1-=1/3|+12/3]|z|lzeR}

0 1
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(b) This application of Gauss’s Method

10 —1 0 |1 10 —1 0 |1
o1 2 =13 25 [o1 2 -1|3
12 3 =17 0 2 4 1|6
Camrios 10 -1 0 |1
o1 2 —-1|3
00 0 110
leaves x, y, and w leading. The solution set is here.
1 1
{ f) + _12 z|ze R}
0 0
(c) This row reduction
1T =1 1 010 1 =11 010
o 1 0 110 —3p1+p3 o 1 0 110
3 =2 3 1|0 o 1 0 1|0
0 -1 0 =110 0O -1 0 —-1|0
1T =1 1 010
*Pz_+>93 0 1 0 110
P2+p4 0 0 0 00
0 0 0 0/0
ends with z and w free. We have this solution set.
0 —1 -1
{ g + (1) z+ _O] w|z,we R}
0 0 1

(d) Gauss’s Method done in this way

]231—1173p;+>pz1231—11
3 -1 1.1 113 0 -7 =8 -2 4]0

ends with ¢, d, and e free. Solving for b shows that b = (8¢ + 2d — 4e)/(—7)
and then substitution a + 2(8c + 2d —4e)/(—7) +3c + 1d — 1e = 1 shows that
a=1—(5/7)c—(3/7)d — (1/7)e and we have the solution set.

1 —5/7 -3/7 -1/7
0 -8/7 —2/7 4,7
{1o+ 1 c+ 0 d+ 0 elc,dye e R}
0 0 1 0
0 0 0 1
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One.l.2.20  (a) This reduction
32 1|1 32 1 1
11 12| TUEReR 1y 530 23 | 5.3
5 5 1]0) "Bt \o 53 —2/3|-5/3
32 1|1
P18 1o —5/3 2/3|5/3
o 0 0] 0

gives this solution set.

X 1 ~3/5
{lyl=-1+] 2/5 |zlzeR}
z 0 1
(b) This is the reduction.
1 1 =210 1 1 =210
1 -1 0] 3 —P1+p2 0 -2 2|3
3 -1 —-2|-6 —3p1+p3 0 —4 4 —6
0 2 =-2|3 0 2 2|3
1 1 =210
~202403 0 -2 2 |-3
p2+pa 0 0 0 0
0 0 0 0
The solution set is this.
-3/2 1
{1 3/2 |+ |1]|zlzeR}
0 1
(c) Gauss’s Method
2 =1 =1 1] 4 —(1/2)p1+p2 2 -1 -1 1 4
(1 11 0 —1) 7 (o 3/2 32 -1)2 —3>
gives the solution set.
1 0 -1/3
{ _02 + _]1 z ](/)3 wlz,we R}
0 0 1
(d) Here is the reduction.
1T 1 =210 1T 1 =210 1 1 =2
1 -1 0 |-3 _‘3‘;%":3 0 —2 2 |-3| 4% |o 2 2
3 -1 =2]0 0 -4 4]0 0o 0 0

The solution set is empty { }.
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One.l.2.21 For each problem we get a system of linear equations by looking at the
equations of components.
(a) k=5
(b) The second components show that i = 2, the third components show that
j=1.
(c)m=—-4,n=2
One.l.2.22 For each problem we get a system of linear equations by looking at the
equations of components.
(a) Yes; take k = —1/2.
(b) No; the system with equations 5=5-j and 4 = —4 - j has no solution.
(c) Yes; take v = 2.
(d) No. The second components give k = 0. Then the third components give
j = 1. But the first components don’t check.
One.l.2.23  (a) Let c be the number of acres of corn, s be the number of acres of soy,

and a be the number of acres of oats.
c+ s+ a= 1200 —20p14p> ¢+ s+ a= 1200

20c +50s + 124 =40000 30s — 8a = 16000
To describe the solution set we can parametrize using a.
c 20000/30 —38/30
{]s]=116000/30 |+ | 8/30 |alacR}
a 0 1

(b) There are many answers possible here. For instance we can take a = 0 to get
¢ =20000/30 =~ 666.66 and s = 16000/30 ~ 533.33. Another example is to take
a =20000/38 ~ 526.32, giving ¢ =0 and s = 7360/38 ~ 193.68.
(c) Plug your answers from the prior part into 100c + 300s + 80a.
One.l.2.24 This system has one equation. The leading variable is xj, the other
variables are free.

1 0
{ . X2 + + Xn | X2,...,%n € R}
0 1
One.l.2.25 (a) Gauss’s Method here gives
12 0 —1]a 5 1 2 0 -1 a
201 0 |b| 25 o 4 1 2|-2a+b
—P1+pP3
1T 1 0 2 |c 0o -1 0 3 —a+c
1 2 0 —1 a

—4 1 2 —2a+b
0 0 —=1/4 5/2|—(1/2)a—(1/4)b+c
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leaving w free. Solve: z =2a+b—4c+ 10w, and —4y = —2a+b—(2a+b—4c+
Tow) —2wsoy=a—c+3w,and x=a—2(a—c+3w)+w=—a+2c—5w.
Therefore the solution set is this.

—a+2c -5
a—c 3
R
Haavb—ac| | 10|WIveER)
0 1
(b) Plugin witha=3,b=1, and c = —2.
—7 —5
5 3
{ 15 + 10 w|w e R}
0 1

One.l.2.26 Leaving the comma out, say by writing aj,3, is ambiguous because it
could mean aj >3 or ajz 3.

2345 -1 1
3456 -1 1 =11
One.l.2.27  (a) 45 ¢ 7 (b) 1 -1 1 -1
56 7 8 -1 1 =1

1

One.l.2.28  (a) |2 (b) ( _23 }) (©) <150 15°> @ (11 0)
36

One.l.2.29 (a) Plugging in x = 1 and x = —1 gives

(€1 BN

a+b+c=2 —upz a+ b+c=2
a—b+c=6 —-2b =4

so the set of functions is {f(x) = (4 —c)x? —2x +c | c € R}.
(b) Putting in x = 1 gives
a+b+c=2
so the set of functions is {f(x) = (2—b—c)x? +bx+c|b,c € R}.

One.l.2.30 On plugging in the five pairs (x,y) we get a system with the five equations
and six unknowns a, ..., f. Because there are more unknowns than equations, if no
inconsistency exists among the equations then there are infinitely many solutions
(at least one variable will end up free).

But no inconsistency can exist because a =0, ..., f =0 is a solution (we are
only using this zero solution to show that the system is consistent —the prior
paragraph shows that there are nonzero solutions).
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One.l.2.31  (a) Here is one— the fourth equation is redundant but still OK.
x+y— z+ w=0

y— z =0
2242w =0
z+ w=0
(b) Here is one.
x+y—z+w=0
w=0
w=0
w=0

(c) This is one.

One.l.2.32 This is how the answer was gwen wn the cited source. My solution
was to define the numbers of arbuzoids as 3-dimensional vectors, and express all
possible elementary transitions as such vectors, too:

R: 13 —1 —1 2
G: 15 Operations: | =1, | 2 |,and | —1
B: 17 2 -1 -1

Now, it is enough to check whether the solution to one of the following systems of
linear equations exists:

13 —1 —1 2 0 0 45
15+x|—-1]+y| 2 |+z|-1]=]0 (or [45 | or | O |)
17 2 —1 —1 45 0 0
Solving
-1 -1 2 |-13 -1 -1 2 |-13
—1 2 —1|-15 ;‘)’%g: P8 o 3 —3| -2
2 -1 -1 28 0 0 0 0

gives y + 2/3 = z so if the number of transformations z is an integer then y is not.
The other two systems give similar conclusions so there is no solution.
One.l.2.33 This s how the answer was given in the cited source.
(a) Formal solution of the system yields

a1 _ —a’+a
21 YT e
Ifa+1#0and a—1%#0, then the system has the single solution
a?+a+1 —a

a+1 YT arr
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If a =—1, or if a =+1, then the formulas are meaningless; in the first instance
we arrive at the system
—x+y=1
x—y=1

which is a contradictory system. In the second instance we have

x+y=1

x+y=1
which has an infinite number of solutions (for example, for x arbitrary, y = 1—x).
(b) Solution of the system yields

a* —1 —a®+a
X=—"7™ =—
az—1 Y az—1
Here, is a? — 1 # 0, the system has the single solution x = a®? + 1, y = —a. For
a=—1 and a =1, we obtain the systems

—x+y=-—1 x+y=1
x—y= 1 x+y=1
both of which have an infinite number of solutions.

One.l.2.34 Thas s how the answer was giwen in the cited source. Let u, v, x,
Y, z be the volumes in cm?® of Al, Cu, Pb, Ag, and Au, respectively, contained
in the sphere, which we assume to be not hollow. Since the loss of weight in
water (specific gravity 1.00) is 1000 grams, the volume of the sphere is 1000 cm?3.
Then the data, some of which is superfluous, though consistent, leads to only 2
independent equations, one relating volumes and the other, weights.

u+ v+ x + y+ z=1000
2.7u+8.9v + 11.3x + 10.5y + 19.32 = 7558

Clearly the sphere must contain some aluminum to bring its mean specific gravity
below the specific gravities of all the other metals. There is no unique result to
this part of the problem, for the amounts of three metals may be chosen arbitrarily,
provided that the choices will not result in negative amounts of any metal.

If the ball contains only aluminum and gold, there are 294.5 cm? of gold and
705.5 cm? of aluminum. Another possibility is 124.7 cm? each of Cu, Au, Pb, and
Ag and 501.2 cm? of Al
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One.l.3: General = Particular + Homogeneous

One.l.3.14 This reduction solves the system.

1T 1 =210 1T 1 =210
1T -1 0 3 —P1+p2 0o —2 2 |-3
3 -1 -2|-6 —3p1+p3 0 —4 4 —6
0o 2 =213 0o 2 =213
1T 1 =210
72piJ>rpg 0 -2 2 -3
P2+pa 0o 0 0 0
0o 0 0 0
The solution set is this.
-3/2 1
{132 1+[1]zlzeR}
0 1
Similarly we can reduce the associated homogeneous system
1T 1 =210 1T 1 =210
1T =1 010 —P1p 0 =2 210
3 -1 =210 —3p1+ps3 0 4 40
0o 2 =20 0o 2 =20
1T 1 =210
72piJ>rpg 0o -2 2 0
pP2+pa 0 0 0 0
0o 0 0|0
to get its solution set.
1
{|1]|zlzeR}

1

One.l.3.15 For the arithmetic to these, see the answers from the prior subsection.
(a) This is the solution set.

S={<g>+<:z>yy€R}

Here are the particular solution and the solution set for the associated homoge-

neous system.
(g) and {<_12) ylyeR}
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Note. There are two possible points of confusion here. First, the set S given
above is equal to this set

T={<?>+<:2>yy€ﬂ%}

because the two sets contain the same members. All of these are correct answers
to, “What is a particular solution?”

o) 0 ) ()

The second point of confusion is that the letter we use in the set doesn’t matter.
This set also equals S.

U:{<g)+<_]2>u|ueﬂ§}

(b) This is the solution set.
0
©)

These are a particular solution, and the solution set for the associated homoge-

neous system.
0 0
(c) The solution set is infinite.

4 —1
{1=11+1] 1 |x31x3 R}
0 1
This is a particular solution and the solution set for the associated homogeneous
system.
4 —1
—1 { 1 X3 |x3 € R}
0 1

(d) The solution set is a singleton.
1
{{r]}
1

A particular solution and the solution set for the associated homogeneous system

are here.
1 0

1 {101}
1 0
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(e) The solution set is infinite.

5/3 -1/3 -2/3
2 2 1
{ /3 + /3 z+ /3 wlz,we R}
0 1 0
0 0 1
A particular solution and the solution set for the associated homogeneous system
are here.
5/3 —1/3 -2/3
2/3 2/3 1/3
0 { ! z+ o |™ | z,w e R}
0 0 1

(f) This system’s solution set is empty. Thus, there is no particular solution. The

solution set of the associated homogeneous system is this.
—1 —1

2

{ z+ 3 wlz,we R}
1 0
0 1

One.l.3.16 The answers from the prior subsection show the row operations. Each
answer here just lists the solution set, the particular solution, and the homogeneous
solution.

(a) The solution set is this.

2/3 1/6
{1=1/3|+12/3]|z|lzeR}
0 1
A particular solution and the solution set for the associated homogeneous system
are here.
2/3 1/6
—1/3 {12/3]z]z€eR}
0 1
(b) The solution set is infinite.
1 1
{ é + _12 z|lzeR}
0 0
Here are a particular solution and the solution set for the associated homogeneous
system.
1 1
z { _]2 z|zeR}
0 0
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(c) This is the solution set.

0 —1 —1
0 0 —1
{ 0 + 11 + 0 wlz,we R}
0 0 1
Here is a particular solution and the solution set for the associated homogeneous
system.
0 —1 —1
0 0
0 { i z+ 0 wlz,we R}
0 0 1
(d) The solution set is this.
1 —5/7 —3/7 —1/7
0 —8/7 —2/7 4/7
{10+ 1 c+ 0 d+ 0 elc,dye e R}
0 0 1 0
0 0 0 1

And, this is a particular solution and the solution set for the associated homoge-
neous system.

1 —5/7 —-3/7 -1/7
0 —8/7 —2/7 4/7
0 { 1 c+ 0 d+ 0 elc,d,e e R}
0 0 1 0
0 0 0 1
One.l.3.17 Just plug them in and see if they satisfy all three equations.
(a) No.
(b) Yes.
(c) Yes.

One.l.3.18 Gauss’s Method on the associated homogeneous system

110 1[0\ 1 -1 0 1]o0
2 3 —1 olo| X o 5 1 —2]0
o1 1 1]o0 o1 1 1o
1 =1 0 1]o0
—(1/5)p2+p3

— o 5 -1 =210
0 0 6/5 7/5|0
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gives this is the solution to the homogeneous problem.

—5/6

1/6

—7/6
1

{

w|weR}

(a) That vector is indeed a particular solution, so the required general solution is
this.

0 —5/6
0 1/6
R
{ 0 + 7/ w|weR}
4 1
(b) That vector is a particular solution so the required general solution is this.
=5 —5/6
1 1/6
{ 5 + _7/6 w|weR}
10 1

(c) That vector is not a solution of the system since it does not satisfy the third
equation. No such general solution exists.

One.l.3.19 The first is nonsingular while the second is singular. Just do Gauss’s
Method and see if the echelon form result has non-0 numbers in each entry on the

diagonal.
—pP1tpP2 1 2

ends with each row containing a leading entry.

(b) Singular:
3p1+p2 1 2

ends with row 2 without a leading entry.

One.l.3.20  (a) Nonsingular:

(c) Neither. A matrix must be square for either word to apply.
(d) Singular.
(e) Nonsingular.

One.l.3.21 In each case we must decide if the vector is a linear combination of the

()96

vectors in the set.
(a) Yes. Solve
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1 1]2) —apee (11] 2
4 5|3 0 1]-5

to conclude that there are ¢; and c; giving the combination.
(b) No. The reduction

with

2 1|1 2 1 -1 2 1 -1
1 o] of “"ERTe 1o g2 2 (o —12]12
0 1 1 0 1 1 0 0 2
shows that
2 1 -1
ci |1 +c2|0]=1]0
0 1 1
has no solution.
(c) Yes. The reduction
1 2 3 411 1 2 3 4 1
01 3 23| P o o1 3 2| 3
45 0 1|0 0 -3 —-12 15| -4
. 12 3 411
— o1 3 2|3
00 -3 —92|5
shows that there are infinitely many ways
C1 —10 -9
{ : = _5/3 + _73 c4 | cq € R}
Cqg 0 1
to write a combination.
1 1 2 3 4
3l =c1 |0 4+c2|T ] 4+c3|3]+ca|2
0 4 5 0 1

(d) No. Look at the third components.

One.l.3.22 Because the matrix of coefficients is nonsingular, Gauss’s Method ends
with an echelon form where each variable leads an equation. Back substitution
gives a unique solution.

(Another way to see that the solution is unique is to note that with a nonsingular
matrix of coefficients the associated homogeneous system has a unique solution, by
definition. Since the general solution is the sum of a particular solution with each
homogeneous solution, the general solution has at most one element.)
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One.l.3.23 In this case the solution set is all of R™ and we can express it in the
required form.

1 0 0
0 1 0
fer| . +c2| . | +--+cn] .| lciy..iyen €R}

0 0 1
One.l.3.24 Assume §,t € R™ and write them as here.
Sq t

§=1: =
Sn th

Also let ai;1x7 + -+ + aynxn = 0 be the i-th equation in the homogeneous sys-
tem.
(a) The check is easy.
aipi(st+t1)+ -+ ain(sn +1tn)
=(ai181+ -+ ainsn)+ (a1t +---+aintn) =0+0
(b) This is similar to the prior one.
ai,1(3s1) +---+ain(3sn) =3(ai, 151+ -+ ainsn) =3-0=0
(c) This one is not much harder.
a1 (kS1 +mty)+---+ ai,n(kSn + mty)
=k(ay181 + -+ ainsn) +m(ag 1t + -+ agntn) =k-0+m-0
What is wrong with that argument is that any linear combination involving only
the zero vector yields the zero vector.
One.l.3.25 First the proof.

Gauss’s Method will use only rationals (e.g., —(m/n)p; + p;j). Thus we can
express the solution set using only rational numbers as the components of each
vector. Now the particular solution is all rational.

There are infinitely many rational vector solutions if and only if the associated
homogeneous system has infinitely many real vector solutions. That’s because
setting any parameters to be rationals will produce an all-rational solution.

Section Il: Linear Geometry

One.ll.1: Vectors in Space
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5 1 4 0
Onell.1.l1  (a) <]> (b) (;) (| o (d |o
-3 0

One.ll.1.2  (a) No, their canonical positions are different.

(5 )

(b) Yes, their canonical positions are the same.

1
—1
3
One.ll.1.3 That line is this set.
-2 7
{ : + _92 t|teR}
0 4
Note that this system
—2+7t=1
14+9t=0
1-2t=2
0+4t=1

has no solution. Thus the given point is not in the line.
One.ll.1.4  (a) Note that

1 1 3 1
2 T |1 1 T
21 |5 | |-3 ol |5 ]|
0 —1 1 4 —1
and so the plane is this set
1 1 2
{ ! + 1 t+ s|t,seR}
5 -3 5 ’
—1 1 5
(b) No; this system
14+1t+2s=0
T+ 1t =0
5—3t—5s=0
—1+1t4+5s=0

has no solution.
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One.ll.1.5  (a) Think of x—2y+z = 4 as a one-equation linear system and parametrize

with the variables y and z to get x =442y —z. That gives this vector description
of the plane.

X 4 2 —1
{lyl=10|+|T]-y+] 0| -zly,zeR}
z 0 0 1
(b) Parametrizing gives x = —(1/2) — (1/2)y — 2z, so this is the vector description.
X —1/2 —1/2 -2
yl| = 0 + 1 ‘y+ |1 0 |-z
z 0 0 1
(c) Here x = 10—y—z—w and so we get a vector description with three parameters
X 10 —1 —1 —1
Y= 0 + 1 Y+ 0 z+ 0 Y
z 0 0 1 0
w 0 0 0 1
One.ll.1.6 The vector
2
0
3
is not in the line. Because
2 —1 3
0 0]1=10
3 —4 7
we can describe that plane in this way.
—1 1 3
{1 o |+m|T1]+n|0]]|mnecR}
—4 2 7
One.ll.1.7 The points of coincidence are solutions of this system.
t =1+4+2m
t4+ s= 1+3k
t+3s= 4m
Gauss’s Method
10 0 =21 10 0 =2|1
11 =3 o1 25 o1 =3 20
—P1+P3
13 0 4|0 03 0 —-2|-1
1T 0 0 —=2|1
e o1 23 20
00 9 =8|-1



Answers to Ezercises

27
givesk = —(1/9)+(8/9)m, so s = —(1/3)+(2/3)m and t = 1+2m. The intersection
is this.

1 0 2 1 2
{({1]+]3]F+3m)+[o|mImeR}={]|2/3|+|8/3|m|ImeR}
0 0 4 0 4
One.ll.1.8  (a) The system
1= 1
1+t=  3+s
24+t=—2+2s
gives s = 6 and t = §, so this is the solution set.
1
{1921}
10
(b) This system
24+t= 0
t=s+4w
1—t=2s+w
gives t = —2, w = —1, and s = 2 so their intersection is this point.
0
-2
3

One.ll.1.9 We shall later define it to be a set with one element —an “origin”.

One.ll.1.10 Thas s how the answer was given in the cited source. The vector
triangle is as follows, so w = 3v/2 from the north west.

w

One.ll.1.11 Euclid no doubt is picturing a plane inside of R3. Observe, however, that
both R' and R? also satisfy that definition.

One.ll.2: Length and Angle Measures
Onell.211  (a) V3Z+12=+10 (b) V5 (c) VI8 (d) 0 (e) V3
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One.l1.2.12 (a) arccos(9/v/85) ~ 0.22 radians  (b) arccos(8/1/85) ~
0.52 radians  (c) Not defined.

One.ll.2.13 We express each displacement as a vector, rounded to one decimal place
because that’s the accuracy of the problem’s statement, and add to find the total
displacement (ignoring the curvature of the earth).

0.0 n 3.8 n 4.0 i 3.3 _ 11.1
1.2 —4.8 0.1 56/ \ 2.1
The distance is v11.12 + 2.12 =~ 11.3.

One.ll.2.14 Solve (k)(4) + (1)(3) = 0 to get k = —3/4.

One.ll.2.15 We could describe the set

X
{1yl Ix+3y—1z=0}
z
with parameters in this way.
-3 1
{117 ly+|0]zlyzeR}
0 1

One.ll.2.16  (a) We can use the x-axis.

(M) + (0)(1)

arccos =~ 0.79 radians
( iV )
(b) Again, use the x-axis.
(M) + O)(1) + (0)(1) .
arccos =~ 0.96 radians
(c) The x-axis worked before and it will work again.
arccos( M) +---+ (O)“)) = arccos( ! )
Viyn vn

(d) Using the formula from the prior item, lim,, _, arccos(1/y/n) = 7/2 radians.

One.ll.2.17 Clearly ujug + - - - + unuy, is zero if and only if each u; is zero. So only
0cR™is perpendicular to itself.

One.ll.2.18 In each item below, assume that the vectors i, v, w € R™ have components
WiyeooyUnyViyeooyWn.
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(a) Dot product is right-distributive.

ug Vi wi
(A+v)-w=| +1 ]

Un Vn Wn

w1 +vq w1

Uy +Vvn Wn

=(w +vi)wi + -+ (Un +vn)wn
= (wwy + -t upwn) + (Viwg + - Fvpwy)
=U-Ww+V.Ww

(b) Dot product is also left distributive: W (i +V) =W+ + W« V. The proof is
just like the prior one.

(c) Dot product commutes.

uq %! V1 uq
N =wvi+ - F UV =V F o vpupn = | ] e
Un Vn Vn Un

(d) Because UV is a scalar, not a vector, the expression (1 +V)+W makes no sense;
the dot product of a scalar and a vector is not defined.

(e) This is a vague question so it has many answers. Some are (1) k(t+V) = (ki) v
and k(w«v) = U-(kv), (2) k(tl+V) # (ki) « (kV) (in general; an example is easy to
produce), and (3) |kv| = |k|[V| (the connection between length and dot product
is that the square of the length is the dot product of a vector with itself).

One.ll.2.19  (a) Verifying that (kX) gy =k(X-y§) =% (ky) for k € R and X,§j € R™
is easy. Now, for k € R and V,w € R™, if { = kv then @ +V = (kV)) + V = k(V - V),
which is k times a nonnegative real.

The V = kti half is similar (actually, taking the k in this paragraph to be the
reciprocal of the k above gives that we need only worry about the k = 0 case).
(b) We first consider the i «V > 0 case. From the Triangle Inequality we know
that i +V = [t| V] if and only if one vector is a nonnegative scalar multiple of the
other. But that’s all we need because the first part of this exercise shows that, in
a context where the dot product of the two vectors is positive, the two statements
‘one vector is a scalar multiple of the other’ and ‘one vector is a nonnegative

scalar multiple of the other’, are equivalent.

We finish by considering the i« V < 0 case. Because 0 < [ +V| = — (W V) =
(=) +V and [@| V| = |—i|[V], we have that 0 < (—1) «V = |—i|[V]. Now the
prior paragraph applies to give that one of the two vectors — and V is a scalar
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multiple of the other. But that’s equivalent to the assertion that one of the two
vectors U and V is a scalar multiple of the other, as desired.

One.ll.2.20 No. These give an example.

g =0

One.ll.2.21 We prove that a vector has length zero if and only if all its components
are zero.

Let 4 € R™ have components uy,...,u,. Recall that the square of any real
number is greater than or equal to zero, with equality only when that real is zero.
Thus [ii|> = w;? + - -+ u,? is a sum of numbers greater than or equal to zero, and
so is itself greater than or equal to zero, with equality if and only if each u; is zero.
Hence [ti| = 0 if and only if all the components of i are zero.

One.ll.2.22 We can easily check that
X1 +X%X2 Y1 +y2
( 2 ) 2 )
is on the line connecting the two, and is equidistant from both. The generalization

is obvious.

One.ll.2.23 Assume that V € R™ has components vq,...,v,. If V# 0 then we have
this.

=1
If v =0 then V/|V| is not defined.

One.ll.2.24 For the first question, assume that v € R™ and r > 0, take the root, and
factor.

1] = /(012 4 ()2 = (202 4 vn? = 109
For the second question, the result is r times as long, but it points in the opposite
direction in that v + (—r)¥ = 0.
One.ll.2.25 Assume that U,V € R™ both have length 1. Apply Cauchy-Schwarz:
vl < [T| V=T,
To see that ‘less than’ can happen, in R? take

) ()

and note that @ «V = 0. For ‘equal to’, note that t.u =1.
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One.ll.2.26  (a) The vector shown

is not the result of doubling

2 —0.5 1.5
0+ 1 1= 1
0 0 0
instead it is the result of doubling the parameter.
2 —0.5 1
0+ 1 2=12
0 0 0

This compares the lengths.

VIZE 22402 =/(2-05)2 4 (2 1)2 4 (2-0)2 = /22 (0.52 +12 4 02) = 2/0.52 112 4 02

(b) The vector

|
} P={ é +y- _]1/2 +z- _10/2 |y,z € R}
[%ﬁ\ <0) ( 0 ) ( L )

is not the result of adding

2 —0.5 2 —0.5
(fo]+ 1 D+(lof+] O 1)
0 0 0 1
instead it is
2 —0.5 —0.5 1
0|+ 1 1+ 0 1=|1
0 0 1 1

which adds the parameters.

One.l1.2.27 The “if” half is straightforward. If bj—a; =d;—cyand by—a; =dy—c2
then

\/(bl —a1)?+(by—ay)? = \/(d1 —¢1)?2 +(d2 —c2)?
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so they have the same lengths, and the slopes are just as easy:
b—a; dr2—c

b] — aq o d] — Qg

(if the denominators are 0 they both have undefined slopes).

For “only if”, assume that the two segments have the same length and slope (the
case of undefined slopes is easy; we will do the case where both segments have a slope
m). Also assume, without loss of generality, that a; < b; and that ¢; < d;. The first
segment is (a1, az)(b1,b2) ={(x,y) |y = mx+nq, x € [a;..by]} (for some inter-
cept ny) and the second segment is (c1,c¢2)(d1,d2) ={(x,y) |y = mx +na, x € [c1..d1]}
(for some n,). Then the lengths of those segments are

V(b1 —@1)2 + ((mby +11) — (may +11))2 = /(14 m2)(by — a1)2

and, similarly, v/(1+ m2)(dy —cy)2. Therefore, [by — aj| =|d; — c1]. Thus, as we
assumed that a; < by and ¢y < dy, we have that by —a; =dy —¢;.

The other equality is similar.

One.ll.2.28 Yes; we can prove this by induction.
Assume that the vectors are in some R¥. Clearly the statement applies to one
vector. The Triangle Inequality is this statement applied to two vectors. For an
inductive step assume the statement is true for n or fewer vectors. Then this

[y + -+ Un + Ungr ] <+ -+ Un + [

follows by the Triangle Inequality for two vectors. Now the inductive hypothesis,
applied to the first summand on the right, gives that as less than or equal to
[yl + -+ [nl + [Unga
One.ll.2.29 By definition
U-v
— 57 — COS 0
| V]
where 0 is the angle between the vectors. Thus the ratio is |cos 0].

One.l.2.30 So that the statement ‘vectors are orthogonal iff their dot product is zero’
has no exceptions.

One.l.2.31 We can find the angle between (a) and (b) (for a,b # 0) with

( ab
arccos NN
If a or b is zero then the angle is 7t/2 radians. Otherwise, if a and b are of opposite
signs then the angle is 7t radians, else the angle is zero radians.

One.ll.2.32 The angle between U and V is acute if L« V > 0, is right if +V =0, and
is obtuse if i +V < 0. That’s because, in the formula for the angle, the denominator
is never negative.
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One.l.2.33 Suppose that i,V € R™. If i and V are perpendicular then
M4V = (A4+V) e (U+V) =Ue U+ 2UVH VAV =Ue U+ VeV = [T + [}
(the third equality holds because t«V = 0).

One.ll.2.34 Where 1,V € R"™, the vectors ti+V and ©i—V are perpendicular if and only
if0=(d+V)s(U—V)=1U-U—V-V, which shows that those two are perpendicular
if and only if « 4 = V- V. That holds if and only if || = [V].

One.ll.2.35 Suppose U € R™ is perpendicular to both v € R™ and w € R™. Then, for
any k, m € R we have this.

U (kV 4+ mw) = k(tL+ V) + m(td«w) = k(0) + m(0) =0

One.ll.2.36  We will show something more general: if |Z;| = |Z;| for Z1,Z, € R™, then
Z1 + Z, bisects the angle between z; and Z>

gives

(we ignore the case where Z; and Z, are the zero vector).
The Z; + Z, = 0 case is easy. For the rest, by the definition of angle, we will be
finished if we show this.
- (1 +Z2)  Zp+(Z1 +22)
2121+ 221 |22 + 22
But distributing inside each expression gives

Z1+Z1+ 212> ZrZ1+ 222>
1Z1]1Z7 + 22| 122|121 + Z2|
and Z; « 27 = |Z11? = |22 = Z, + Z», so the two are equal.

One.ll.2.37 We can show the two statements together. Let i,V € R™, write

uq Vi
Un Vn
and calculate.
_ kuivy 4 -+ 4 kupvy Kk d-v eV
cosO = _kuv | Uy
\/(ku1)2+~-~+(kun)2 b2+ + b2 k| [ ] V] [T V]
One.ll.2.38 Let
ug A% w1
U= ) V= w =

Un Vn Wn
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and then
w kvq mwq
e (tmw) = | o f-(] © [+ 1 ])
Un kvn mwny
wg kv + mw,
Up kv, + mwy,

=ug(kvi + mwq) 4+ -+ un (kvy + mwy,)
=kuwivi + muywy + - - 4+ kup vy + muyawy
= (kuivi + - + kupvn) + (mugwg + -+ + mu,wy)

=k(UeV)+m(i.-w)

as required.

One.ll.2.39  (a) For instance, a birthday of October 12 gives this.

<7> <]O>
12 12
214 )~ 0.17 rad

ﬁ):arccos(mm
| 12 |- 12 |

(b) Applying the same equation to (9 19) gives about 0.09 radians.

0 = arccos(

(c) The angle will measure 0 radians if the other person is born on the same
day. It will also measure O if one birthday is a scalar multiple of the other. For
instance, a person born on Mar 6 would be harmonious with a person born on
Feb 4.

Given a birthday, we can get Sage to plot the angle for other dates. This
example shows the relationship of all dates with July 12.

sage: plot3d(lambda x, y: math.acos((x*7+y+12)/(math.sqrt(7*+2+12+%2)+*math.sqrt(x**2+y*%2))),
(1,12),(1,31))
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(d) We want to maximize this.

7 m

12 d
0 = arccos( ——F——4%—)
(2)e(m)

12 d

Of course, we cannot take m or d negative and so we cannot get a vector
orthogonal to the given one. This Python script finds the largest angle by brute
force.

import math
days={1:31, # Jan
2:29, 3:31, 4:30, 5:31, 6:30, 7:31, 8:31, 9:30, 10:31, 11:30, 12:31}
BDAY=(7,12)
max_res=0
max_res_date=(-1,-1)
for month in range(1,13):
for day in range(1,days[month]+1):
num=BDAY[0]*month+BDAY[1]+day
denom=math.sqrt (BDAY[0]#+2+BDAY[1]*+%2)+math.sqrt(monthx+2+day=*2)
if denom>0:
res=math.acos(min(num«1.0/denom,1))
print "day:",str(month),str(day)," angle:",str(res)
if res>max_res:
max_res=res
max_res_date=(month, day)
print "For ",str(BDAY),"worst case",str(max_res),"rads, date",str(max_res_date)
print " That is ",180+max_res/math.pi,"degrees"

The result is
For (7, 12) worst case 0.95958064648 rads, date (12, 1)
That is 54.9799211457 degrees
A more conceptual approach is to consider the relation of all points (month, day)
to the point (7,12). The picture below makes clear that the answer is either

Dec 1 or Jan 31, depending on which is further from the birthdate. The dashed
line bisects the angle between the line from the origin to Dec 1, and the line
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from the origin to Jan 31. Birthdays above the line are furthest from Dec 1 and
birthdays below the line are furthest from Jan 31.

30 o o o o o o o o o o o

20 o o o o o o o o O O O ©

10 o o o o o o o oy

/o o o o

/o ©0 0o o o o o o o o O
o

6

o o o o o o O O O O

JFMAMJJASOND

One.ll.2.40 Thas s how the answer was giwven in the cited source. The actual
velocity Vv of the wind is the sum of the ship’s velocity and the apparent velocity of
the wind. Without loss of generality we may assume d and b to be unit vectors,
and may write

V=V +sd =7, +1tb
where s and t are undetermined scalars. Take the dot product first by @ and then
by b to obtain

—td@.b
sa -6 t

[y =]]

.
—

NN
|
<li

\
=<l
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Multiply the second by d - b, subtract the result from the first, and find

_la—(a-b)b]- (v, — )
1—(a-b)? '
Substituting in the original displayed equation, we get

v=1v+

One.ll.2.41 We use induction on n.
In the n = 1 base case the identity reduces to
(a151)? = (@1%)(b1?) = 0
and clearly holds.

37

For the inductive step assume that the formula holds for the 0, ..., n cases. We

will show that it then holds in the n + 1 case. Start with the right-hand side

(> o) > vH)y- X (axb; — ajby)’

1<<n+1 1< <n+1 1<k<j<n+1
2 2 2 2
=[( > g +an?][( ) b3 +bnii?]
1<sn 1<<n

—[ Y (aby—ab)®+ D (arbnit — ansarbi)’]

1<k<j<n 1<k<n

:( Z ajz)( Z bj2)+ Z bjzan+12+ Z ajzbn+12+an+12bn+12

1<j<n 1<<n 1<j<n 1<j<n

—[ Y (axbj—aib)®+ D (arbnit — ansiibi)’]

1<k<j<n 1<k<n
_ 2 2 2
=( > o)) v~ > (axby—aby)
1<<n 1<G<n 1<k<j<n
2 2 2 2 2 2
+ E bj“ani1” + E Q5 bnt1” + ang1 bnga
1G5<n 15<n
2
- E (akbn+1—an+1bk)
1<k<n

and apply the inductive hypothesis.

:( Z a]-bj)2+ Z bjzan+1z—|- Z ajzbn+12+an+1zbn+12

1<5<n 1<G<n 1<G<n

[ 2 albnii? =2 ) akbupranabict ) anti’bi?

1<k<n 1<k<n

=( Z a]-bj)2—|—2( Z akbn+1an+1bk)+an+12bn+12

1<G<n 1<k<n
- [( Z ajbj)+an+1bn+1]2
1<<n

to derive the left-hand side.
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Section lll: Reduced Echelon Form

One.lll.1: Gauss-Jordan Reduction

One.lll.1.8 These answers show only the Gauss-Jordan reduction. With it, describing
the solution set is easy.

(a) The solution set contains only a single element.
11 |2 —p14p2 1 1 2
1 =110 0 —2|-2
—(1/2002 (11
0 1

(b) The solution set has one parameter.

1 0 —-114 722;;;2 1 0 -1 4 (1&;32 1T 0 —1 4
2 2 0|1 0o 2 2 |-7 o1 1 1|-7/2

(c) There is a unique solution.

3 -2 1 72£>rp2 3 =2 1
6 1 |12 0 5 |-3/2

(1/3)p1 1 =2/3 1/3 (2/3)p2+p1 1 0 2/15
(1/5)02 (o 1| =3/10 7 0 1]-3/10

(d) A row swap in the second step makes the arithmetic easier.

2 -1 0 |1 o 2 1 0| -1
13 1| 5| AN o 70 1112
o1 2| 5 o 1 2 5
2 1 0| -1 . 2 -1 0| -1
P2 fo 1 2| s AR o 1 2| s
0 72 —1|1,2 0 0 —8|-12
1 12 o] 1,2 1 12 0|12
“%f‘ o 1 2| 5| I o 1 o 2
S8 o 0 1| 32 o o0 1| 312
. 10 01,2
H/2esrer o 1 0| 2
0 0 132
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Onelll19  (a)
11 113 11 —1]3
2 -1 —1 1 ’i"‘“’z 0 -3 1 |-5
31 210/ 7 \o 2 5 |9
11 3 11 -1 3
“@Beetes 3 g | 5 _3(%9"2 0 1 —1/3| 573
0 0 133|—17/3) ¥ Ao o0 1 |Z17413
11 0| 22/13 10 0| 6/13
1*’;_“;1 01 0f16/13 | 25" fo 1 0] 16/13
(1/3)p3+p2 00 1|-17/13 0 0 1|-17/13
(b)

One.lll.1.10 Use Gauss-Jordan reduction.

(a) The reduced echelon form is all zeroes except for a diagonal of ones.

7(1/2)_p>1+p2 2 1 (1@)01 1 1/2 7[1/2)—p>2+p1 1 0
0 5/2 (2/5)p2 0 1 0 1

(b) As in the prior problem, the reduced echelon form is all zeroes but for a
diagonal of ones.

13 1 13 1
AR CLR V- T [RA- L VIR T
p1+p3 0 0 ) —(1/2)p3 0 0 1

(1/3)p3+p2 30 —3p2+p1 oo

S o 1o 010

0 0 1 0 0 1

(c) There are more columns than rows so we must get more than just a diagonal
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of ones.
1 0 3 1 2 1 0 3 1 2
;‘ﬁﬁ“ 04 -1 0 3| 2 (o4 21 0 3
e o4 1 22 4 00 0 -2 -7
i 1 0 3 1T 2 1 0 3 0 —-3/2
(%f’z 0 1 —1/4 0 3/4| 28" [0 1 —1/4 0 3/4
“W2es Ao 0 0 1 72 00 0 1 72
(d) As in the prior item, this is not a square matrix.
1 515 1 5 15
P fo oo 5 6 P loo1 3 2
o1 3 2 0 0 5 6
s 1 51 5 R 1 5 0 19/5
TR for s 2| R o1 0 -85
00 1 6/5 To\o 0 1 65
s 1 0 0 59/5
TR loo1 0 -85
0 01 6/5
One.lll.1.11  (a) Swap first.
1 0 0
p1+rp2  p1tp3  p2tps  (1/2)ps (=1/2)p3+p1 (1/2)p2+p1
— — — — — — 010
(1/2)p2 (=1/2)p3+p2
(1/2)p3 0 0 1
(b) Here the swap is in the middle.
2 1/3 3 1o 0
—Mpz pzigs (sz —ﬂ-m 01 13
P1+p3 0 0 0

One.lll.1.12 For the Gauss’s halves, see the answers to Chapter One’s section 1.2
question Exercise 19.
(a) The “Jordan” half goes this way.

aer (112 =172 12\ —(/200s00n (1 0 —1/6] 2/3
(1302 (o 1 —2/3|-1/3 - 0 1 —2/3|-1/3

The solution set is this
2/3 1/6
{1-=1/3|+12/3]|z|lzeR}
0 1



Answers to Ezercises 41

(b) The second half is

10 -1 011
2% lo1 2 03
00 0 110
so the solution is this. : 1
{ é + _12 z|zeR}
0 0
(c) This Jordan half
101 1]0
p2+pr 01 0 1|0
0 0 0 0|0
0 00 0|0
gives
0 —1 -1
{ g + (1) z+ 701 wlz,w e R}
0 0 1

(of course, we could omit the zero vector from the description).
(d) The “Jordan” half

e (12031 <1
0 1 87 2/7 —4/7]0

2pagpr (1 (1) 5/7 3/7 1/7 1)

—_

0 8/7 2/7 —4/7 |0
ends with this solution set.

1 —5/7 —-3/7 —-1/7
0 —8/7 =2/7 4/7
{10+ 1 c+ 0 d+ 0 elc,d,e e R}
0 0 1 0
0 0 0 1
One.lll.1.13 Routine Gauss’s Method gives one:
—3p1t+p2 2 ] 1 3 —(9/2)p2+p3 2] 1 3
7(1/E>|+p3 o 1 =2 -7 - o1 -2 -7
0 9/2 1/2 7/2 0 0 19/2 35
and any cosmetic change, such as multiplying the bottom row by 2,
2 1 1 3
o1 =2 -7

0 0 19 70
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gives another.

One.lll.1.14 In the cases listed below, we take a,b € R. Thus, some canonical forms

listed below actually include infinitely many cases. In particular, they includes the
cases a =0 and b =0.

GRS

o
N——

0
(b)<000)<1ab><01a><001><10a><1a0>
00 0)\o 0o o0)'\oo o) \oooflo1 v)loo 1)
01 0
0 0 1
0o o\ /1 a\ (o 1 10
@ o ol, o of, o of,|o 1
o 0o/ \o o/ \o o) \o o
000\ /1 ab) /o1 d /o1 0\ 001\ /10«
@ o o of,[oo ol oo of oo 1],{oo0of [0 1 v
000/ \ooof \ooof \ooof \ooof \ooo
1 a0\ (100
o0 1,10 1 0
00 0) \o o1

One.lll.1.15 A nonsingular homogeneous linear system has a unique solution. So a
nonsingular matrix must reduce to a (square) matrix that is all 0’s except for 1’s
down the upper-left to lower-right diagonal, such as these.

100
(03) [oro
0 01

One.lll.1.16  (a) This is an equivalence.
We can write M ~ M if they are related. The ~ relation is reflexive because
any matrix has the same 1,1 entry as itself. The relation is symmetric because if
M has the same 1,1 entry as M, then clearly also M, has the same 1,1 entry
as M;. Finally, the relation is transitive because if M ~ M, so they have the
same 1,1 entry as each other, and M, ~ M3 so they have the same as each other,
then all three have the same 1,1 entry, and M; ~ M3.
(b) This is not an equivalence because it is not transitive. The first and second
matrix below are related by their 1, 1 entries, and the second and third are related
by their 2,2 entries. But the first and third are not related.

03 65 6
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One.lll.1.17 It is an equivalence relation. To prove that we must check that the
relation is reflexive, symmetric, and transitive.

Assume that all matrices are 2x 2. For reflexive, we note that a matrix has the
same sum of entries as itself. For symmetric, we assume A has the same sum of
entries as B and obviously then B has the same sum of entries as A. Transitivity
is no harder —if A has the same sum of entries as B and B has the same sum of
entries as C then A has the same as C.

One.lll.1.18  (a) For instance,

1 2 —p1+pP1 0 0 pP1+p1 0 0
leaves the matrix changed.
(b) This operation

a1 o Qin ai i Ain

PitpPj
—

~

aj1 - Qin ka1 +aj1 - Kajn+ajn

leaves the i-th row unchanged because of the i # j restriction. Because the i-th
row is unchanged, this operation

ai,1 T Ain

’

—kpi+tpj
—

—kai1 +kair+aj1 oo —Kagn +kain +ajn

returns the j-th row to its original state.
One.lll.1.19 To be an equivalence, each relation must be reflexive, symmetric, and
transitive.

(a) This relation is not symmetric because if x has taken 4 classes and y has taken
3 then x is related to y but y is not related to x.

(b) This is reflexive because x’s name starts with the same letter as does x’s. It is
symmetric because if x’s name starts with the same letter as y's then y’s starts
with the same letter as does x’s. And it is transitive because if x’s name starts
with the same letter as does y’s and y’s name starts with the same letter as does
Z's then x’s starts with the same letter as does z’s. So it is an equivalence.

One.lll.1.20 For each we must check the three conditions of reflexivity, symmetry,
and transitivity.
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(a) Any matrix clearly has the same product down the diagonal as itself, so the
relation is reflexive. The relation is symmetric because if A has the same product
down its diagonal as does B, if aj 7 - az» = b1 - by 2, then B has the same
product as does A.

Transitivity is similar: suppose that A’s product is r and that it equals B’s
product. Suppose also that B’s product equals C’s. Then all three have a product
of r, and A’s equals C’s.

There is an equivalence class for each real number, namely the class contains
all 2 x2 matrices whose product down the diagonal is that real.

(b) For reflexivity, if the matrix A has a 1 entry then it is related to itself while if
it does not then it is also related to itself. Symmetry also has two cases: suppose
that A and B are related. If A has a 1 entry then so does B, and thus B is related
to A. If A has no 1 then neither does B, and again B is related to A.

For transitivity, suppose that A is related to B and B to C. If A has a 1 entry
then so does B, and because B is related to C, therefore so does C, and hence A
is related to C. Likewise, if A has no 1 then neither does B, and consequently
neither does C, giving the conclusion that A is related to C.

There are exactly two equivalence classes, one containing any 2 x 2 matrix
that has at least one entry that is a 1, and the other containing all the matrices
that have no 1’s.

One.lll.1.21  (a) This relation is not reflexive. For instance, any matrix with an
upper-left entry of 1 is not related to itself.

(b) This relation is not transitive. For these three, A is related to B, and B is
related to C, but A is not related to C.

0 0 4 0 8 0

One.lll.2: The Linear Combination Lemma

One.lll.2.11 Bring each to reduced echelon form and compare.

(a) The first gives
—4p1+p2 1 2
—
while the second gives

Pﬂ)z 1 2 *ng 1 0
0 1 0 1
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The two reduced echelon form matrices are not identical, and so the original

matrices are not row equivalent.
(b) The first is this.

—3p1+p2 1 0 2 —p2+p3 ] 0 2 —p2 102
—5;)—;)3 0 -1 -5 — 0 -1 =5 — 0 1 5
0 -1 =5 0 0 0 0 00
The second is this.
—2p1+p3 102 (1/2)p2 102
— 0 2 10 — 015
0 0 0 0 0 0

These two are row equivalent.
(c) These two are not row equivalent because they have different sizes.

(d) The first,

p1+p2 1T 11 (1/3)p2 1T 11 —p2+p1 100
— <o33> — <o11> - <o11>

and the second.
pﬂ)z 2 2 5 (lﬂm 1 1 5/2 7pﬁ>p1 1 0 17/6
0 3 -1 (1/3)p2 o1 —-1/3 o1 —1/3
These are not row equivalent.
(e) Here the first is

(1@>p2 1 1 1 7gﬁ>p1 1 1 0
0 0 1 0 0 1

while this is the second.

pﬂ)z1—11pz—+p>1]o3
o 1 2 o1 2

These are not row equivalent.

One.lll.2.12 Perform Gauss-Jordan reduction on each. Two matrices are row-equivalent
if and only if they have the same reduced echelon form. Here is the reduced form

for each.
(a) (; ?) (b) (; 2) © (3) ?) (d) (; ?) (e) (:) ?)
O (5 o

One.lll.2.13 For each you can just perform some row operations on the starting

matrix.
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(a) Multiplying the first row by 3 gives this.

b )

(There is no sense to this particular choice of row operation; it is just the first
thing that came to mind.) Two other row operations are a row swap p; <> p2

() 63

(b) Doing the same three arbitrary row operations gives these three.

and adding pq + p2.

0 3 6 1T 1 1 o1 2
1T 11 01 2 1 2 3
2 3 4 2 3 4 2 3 4
One.lll.2.14 The Gaussian reduction is routine.
1T 2 1 R 1 2 1 . 1 2 1
3 -1 o CREP o 7 3| Wetes o 7 3
0 4 0 0o 4 0 0o 0 -=12/7
Denoting those matrices A, D, and B respectively, we have this.
X1 3 51 = X1
X2 a upz 0 = -3 +
o3 d3 =03
(4/7)p2+ Br =
L B2 =301 + a2

Bz =—(12/7)ocr + (4/7) oz + o3
One.lll.2.15 First, the only matrix row equivalent to the matrix of all 0’s is itself
(since row operations have no effect).
Second, the matrices that reduce to

o 3)
(o)

(where a,b,c € R, and b and ¢ are not both zero).

have the form

Next, the matrices that reduce to

o)



Answers to Ezercises 47

6 3)

(where a,b € R, and not both are zero).
Finally, the matrices that reduce to

o)

are the nonsingular matrices. That’s because a linear system for which this is
the matrix of coefficients will have a unique solution, and that is the definition of
nonsingular. (Another way to say the same thing is to say that they fall into none

of the above classes.)
One.lll.2.16  (a) They have the form
a 0
b 0
where a,b € R are nonzero.
(b) They have this form for nonzero a,b € R.
la 2a
16 2b
a b
c d

for a,b,c,d € R) where ad — bc # 0. (This is the formula that determines when
a 2x 2 matrix is nonsingular.)

have the form

(c) They have the form

One.lll.2.17 Infinitely many. For instance, in
1 k
0 0

One.lll.2.18 No. Row operations do not change the size of a matrix.

each k € R gives a different class.

One.lll.2.19  (a) A row operation on a matrix of zeros has no effect. Thus each such
matrix is alone in its row equivalence class.
(b) No. Any nonzero entry can be rescaled.

110and100
0 0 1 0 0 1

One.lll.2.20 Here are two.
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One.lll.2.21 Any two nxn nonsingular matrices have the same reduced echelon form,
namely the matrix with all 0’s except for 1’s down the diagonal.

1 0 0
0 1 0
0 0 1

Two same-sized singular matrices need not be row equivalent. For example,
these two 2 x 2 singular matrices are not row equivalent.

03) = o)

One.lll.2.22 Since there is one and only one reduced echelon form matrix in each
class, we can just list the possible reduced echelon form matrices.

For that list, see the answer for Exercise 14.

One.lll.2.23  (a) If there is a linear relationship where co is not zero then we can
subtract cg 60 from both sides and divide by —co to get ﬁo as a linear combination
of the others. (Remark: if there are no other vectors in the set —if the relationship
is, say, 0 = 3-0—then the statement is still true because the zero vector is by
definition the sum of the empty set of vectors.)

Conversely, if Eo is a combination of the others 60 =C 61 +---+cn B’n then
subtracting Bo from both sides gives a relationship where at least one of the
coefficients is nonzero; namely, the —1 in front of .

(b) The first row is not a linear combination of the others for the reason given in
the proof: in the equation of components from the column containing the leading
entry of the first row, the only nonzero entry is the leading entry from the first
row, so its coefficient must be zero. Thus, from the prior part of this exercise,
the first row is in no linear relationship with the other rows.

Thus, when considering whether the second row can be in a linear relationship
with the other rows, we can leave the first row out. But now the argument just
applied to the first row will apply to the second row. (That is, we are arguing
here by induction.)

One.lll.2.24 We know that 4s 4 c + 10d = 8.45 and that 3s+c+7d = 6.30, and we'd
like to know what s 4+ ¢ + d is. Fortunately, s + c + d is a linear combination of



4s + ¢+ 10d and 3s + c + 7d. Calling the unknown price p, we have this reduction.

4 1 10845 , 4 1 10 8.45
31 7630 ’(?/4)—"9“’2 0 1/4 —1/2| —0.0375
11 1] p ) TP N\ 34 32| p—2.1125

4 1 10 8.45
0 1/4 —1/2| —0.0375
0 0 0 |p—200

—3p2tp3
=

The price paid is $2.00.
One.lll.2.25 (1) An easy answer is this.
0=3

For a less wise-guy-ish answer, solve the system:

3 4|8 7(2/3>)_p>1+pz 3 4 8
2 1|3 0 —5/3|-7/3

gives y = 7/5 and x =4/5. Now any equation not satisfied by (7/5,4/5) will
do, e.g., 5x + 5y = 10.

(2) Every equation can be derived from an inconsistent system. For instance, here
is how to derive 3x + 2y =4 from 0 = 5. First,

0=5 G21 g_3 Xy §_3x

(validity of the x = 0 case is separate but clear). Similarly, 0 = 2y. Ditto for
0 =4. But now, 04 0 =0 gives 3x + 2y = 4.

One.lll.2.26 Define linear systems to be equivalent if their augmented matrices are
row equivalent. The proof that equivalent systems have the same solution set is
easy.

One.lll.2.27  (a) The three possible row swaps are easy, as are the three possible
rescalings. One of the six possible row combinations is kp; + p2:

1 2 3
k-T+3 k-240 k-3+3
1 4 5

and again the first and second columns add to the third. The other five combina-
tions are similar.

(b) The obvious conjecture is that row operations do not change linear relationships
among columns.
(c) A case-by-case proof follows the sketch given in the first item.
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Topic: Computer Algebra Systems

1 (a) Sage does this.

sage: var('h,c')

(h, ©)

sage: statics = [40%h + 15%c == 100,
nooof 25%xc == 50 + 50%h]
sage: solve(statics, h,c)

[[h==1, c ==4]]

Other Computer Algebra Systems have similar commands. These Maple com-
mands

> A:=array( [[40,15],
[-50,25]] );

> u:=array([100,50]);

> linsolve(A,u);

get the answer [1,4].
(b) Here there is a free variable. Sage gives this.

sage: var('h,i,j,k")

(h, 1, j, k)

sage: chemistry = [7xh == 7%],

et 8xh + 1xi == 5xj + 2+k,
et 1#i == 3%j,

Goaoa 3% == 6% + 1xk]

sage: solve(chemistry, h,i,j,k)

[[h == 1/3%rl, i == rl, j == 1/3%rl, k == rl]]

Similarly, this Maple session

> A:=array( [[7,0,-7,0],
[8,1,-5,2],
[©pdky=B,@1
[0,3,-6,-111 );

> u:=array([0,0,0,0]);

> linsolve(A,u);

prompts the same reply (but with parameter t;).
2 (a) The answer is x =2 and y = 1/2. A Sage session does this.

sage: var('x,y')

x, v)

sage: system = [2#x + 2%y == 5,
P X - 4xy == 0]
sage: solve(system, x,y)

[[x ==2, vy == (1/2)]]

A Maple session
> A:=array( [[2,2],
[1,-411 );

> u:=array([5,0]);
> linsolve(A,u);

gets the same answer, of course.
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(b) The answer is x =1/2 and y = 3/2.

sage: var('x,y')

%, v)

sage: system = [-1#x + y == 1,
coond X + vy == 2]
sage: solve(system, x,y)

[[x == (1/2), v == (3/2)]]

(c) This system has infinitely many solutions. In the first subsection, with z as a
parameter, we got x = (43 —7z)/4 and y = (13 — z) /4. Sage gets the same.

sage: var('x,y,z'")

(x, v, 2)

sage: system = [x - 3%y + z == 1,

50008 X + y + 2%z == 14]

sage: solve(system, x,y)

[[x == -7/4+z + 43/4, == -1/4+z + 13/4]]

Maple responds with (—12 + 7t;,ty, 13 — 4t;), preferring y as a parameter.
(d) There is no solution to this system. Sage gives an empty list.

sage: var('x,y')

x, v)

sage: system = [-1+x - y == 1,
ceeat -3%x - 3xy == 2]
sage: solve(system, x,y)

[1

Similarly, When the array A and vector u are given to Maple and it is asked to
linsolve(a,u), it returns no result at all; that is, it responds with no solutions.
(e) Sage finds

sage: var('x,y,z'")

x, v, 2)

sage: system = [ 4xy + z == 20,
P 2% - 2%y + 2 == 0,
_____ X + z == 5,
..... X + y - z == 10]
sage: solve(system, X,y,z)
[[x==5,y==5,2z==0]]

that the solutions is (x,y,z) = (5,5,0).
(f) There are infinitely many solutions. Sage does this.

sage: var('x,y,z,w')

x, v, z, W)

sage: system = [ 2#x + Z +w==25,
S y - w == -1,
----- 3%x - z-w==0,
cooo8 4%X + Yy + 2%z + w == 9]
sage: solve(system, X,Vy,z,w)

[[x==1, y==1r2 -1, z == -12 + 3, w == r2]]

Maple gives (1,—1+t1,3 —t1,t1).
3 (a) This system has infinitely many solutions. In the second subsection we gave

the solution set as

6 -2
R
{0+1y|y6}
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and Sage finds

sage: var('x,y')

x, v)

sage: system = [ 3#x + 6%y == 18,
P X + Z*Y == 6]
sage: solve(system, x,y)

[[x == -2%r3 + 6, y == r3]]

while Maple responds with (6 — 2tq,t1).
(b) The solution set has only one member.

(°h
1
Sage gives this.
sage: var('x,y")
x, V)
sage: system = [ x + y == 1,
R x -y == -1]
sage: solve(system, X,y)
[[x ==0, yv==1]]
(c) This system’s solution set is infinite
4 —1
{|=1T]+1 1 |x3]x3 €R}
0 1
Sage gives this
sage: var('x1,x2,x3")
(x1, x2, x3)
sage: system = [ x1 + x3 == 4,
S X1l - x2 + 2%¥x3 == 5,
coond 4+x1 - X2 + 5%x3 == 17]
sage: solve(system, x1,x2,x3)
[[xX1 == -4 + 4, x2 == 14 - 1, x3 == r4]]
and Maple gives (t;,—t; +3,—t; +4).
(d) There is a unique solution
1
{11/
1

and Sage finds it.

sage: var('a,b,c")

(a, b, )

sage: system = [ 2+¥a + b - ¢ == 2,
P 2%a + € = &
et a-b == 0]

sage: solve(system, a,b,c)
[[a == 1, b == 1, ¢ == 111



(e) This system has infinitely many solutions; in the second subsection we described
the solution set with two parameters.

5/3 —1/3 —2/3
{ 2/3 + 2/3 z+ 1/3 wlz,w e R}
0 1 0
0 0 1

Sage does the same.

sage: var('x,y,z,w')

x, v, z, w)

sage: system = [ X + 2%y - Z == 3,

0oood 2%X + ) + w == 4,

coood X - yv+z+w==1]

sage: solve(system, X,V,z,w)

[[x == 16, y == -r5 - 2%r6 + 4, z == -2*r5 - 3*r6 + 5, w == r5]]

as does Maple (3 —2t1 + to, t1,t2,—2 + 3t; — 2t5).
(f) The solution set is empty.

sage: var('x,y,z,w')
x, v, z, w)

sage: system = [ X + Z + w==4,
S 2%X + Y -w==2,
..... 3*X + YV + 2 == 7]
sage: solve(system, X,V,z,w)

[1

Sage does this.

sage: var('x,y,a,b,c,d,p,q")

(x, vy, a, b, ¢, d, p, Q)

sage: system = [ a*X + c*y == p,

ceeal bxx + dxy == q]

sage: solve(system, x,y)

[[x == -(d*p - cxq)/(b*c - axd), y == (b*p - axq)/(bxc - axd)]]

In response to this prompting

> A:=array( [[a,c],
[b,dl1 );

> u:=array([p,ql);

> linsolve(A,u);

Maple gave this reply.
[_—dp+qc —bp+aq]
—bc+ad’ —bc+ad
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Topic: Input-Output Analysis

1 These answers are from Octave.
(a) Sage gets s ~ 25952 and a ~ 30312.

sage: var('s,a')

(s, a)

sage: system = [(20053/25448)*s - (2664/30346)*a == 17789,

nooof -(48/25448)*s + (21316/30346)+a == 21243]

sage: solve(system, s,a)

[[s == (2772443022712/106830469), a == (6476439541923/213660938)1]
sage: n(2772443022712/106830469), n(6476439541923/213660938)
(25951.8005365305, 30311.7621898814)

(b) Sage gets s =~ 25857 and a ~ 30596.

sage: system = [(20053/25448)+*s - (2664/30346)+a == 17689,

booaf -(48/25448)+s + (21316/30346)*a == 21443]

sage: solve(system, s,a)

[[s == (2762271457112/106830469), a == (6537219545323/213660938)]]
sage: n(2762271457112/106830469), n(6537219545323/213660938)
(25856.5883213711, 30596.2316112410)

(c) Sage gets s ~ 25984 and a ~ 30597.

sage: system = [(20053/25448)*s - (2664/30346)+a == 17789,

ceaat -(48/25448)*s + (21316/30346)*a == 21443]

sage: solve(system, s,a)

[[s == (2775832696312/106830469), a == (6537292375723/213660938)]]
sage: n(2775832696312/106830469), n(6537292375723/213660938)
(25983.5300012771, 30596.5724802865)

2 This Sage session

sage: var('a,s')

(a, s)

sage: eqns=[(20053/25448)+s - (2664/30346)+a == 17589,
et (-48/25448)*s + (21316/30346)*a == 21243]
sage: solve(eqns, s, a)

[[s == (2745320544312/106830469), a == (6476293881123/213660938)]]
sage: s_by_s = (5395/25448)#%2745320544312/106830469
sage: s_by_s

582010544505/106830469

sage: n(s_by_s)

5447.98267716114

sage: s_by_a = (2664/30346)+6476293881123/213660938
sage: n(s_by_a)

2660.93449955743

sage: a_by_s = (48/25448)%2745320544312/106830469
sage: n(a_by_s)

48.4713936058822

sage: a_by_a = (9030/30346)=6476293881123/213660938
sage: n(a_by_a)

9019.60905818451

gives this table.
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used by wused by wused by

steel auto others total

value of 5448 2661 17589 25698
steel

value of 48 9020 21243 30311
auto

For comparison here is the original table.
used by used by used by

steel auto others total

value of 5395 2664 17389 25448
steel

value of 48 9030 21268 30346
auto

3  (a) Sage gives s = 24,244, a = 30, 307.

sage: var('s,a')

(s, a)

sage: system = [(20053/25448)*s - 0.0500«a == 17589,

et -(48/25448)+s + (21316/30346)*a == 21243]

sage: solve(system, s,a)

[[s == (12951731858499/534221147), a == (32381469405615/1068442294)]]
sage: n(12951731858499/534221147), n(32381469405615/1068442294)
(24244.1392131918, 30307.1767071166)

(b) Sage gives s = 24,267, a = 30,673.

sage: system = [(20053/25448)*s - 0.0500%a == 17589,

nooof -(48/25448)*s + (21316/30346)+a == 21500]

sage: solve(system, s,a)

[[s == (12964136043940/534221147), a == (16386224431390/534221147)1]
sage: n(12964136043940/534221147), n(16386224431390/534221147)
(24267.3584090448, 30673.1107957993)

4 (a) These are the equations.

(11.79/18.69)s — (1.28/14.27)a = 10.51
—(0/18.69)s + (9.87/14.27)a = 9.87

Sage gives this result (including an inital check).

sage: var('a,s')

(a, s)

sage: eqns=[(11.79/18.69)*s - (1.28/14.27)*a == 10.51,
booaf (-0)=*s + (9.87/14.27)+a == 9.87]
sage: solve(egns,s,a)

[[s == (1869/100), a == (1427/100)1]

sage: n(1869/100)

18.6900000000000

sage: n(1427/100)

14.2700000000000

sage: eqns=[(11.79/18.69)*s - (1.28/14.27)+a == 11.561,
et (-0)=*s + (9.87/14.27)*a == 11.3505]
sage: solve(egns,s,a)

[[s == (8119559/393000), a == (32821/2000)]]

sage: n(8119559/393000)

20.6604554707379



sage: n(32821/2000)
16.4105000000000

(b) These are the 1947 ratios, to three decimal places.
1947 ‘ by steel by autos

(6.90/18.69) = 0.369  (1.28/14.27) = 0.090
(0/18.69) = 0.00  (4.40/14.27) = 0.308

use of steel

use of autos

These are the 1958 ratios.
1958 ‘ by steel by autos

(5395/25448) = 0.212  (2664/30346) = 0.088
use of autos (48/25448) = 0.002  (9030/30346) = 0.298
(c) The external demands in 1958 are 17.589 and 21.243, in billions of 1958 dollars.

In 1948 dollars those are (17.589/1.3) = 13.53 and (21.243/1.3) = 16.34. Sage
gives these numbers.

use of steel

sage: eqns=[(11.79/18.69)*s - (1.28/14.27)*a == 13.53,
et (-0)=*s + (9.87/14.27)*a == 16.34]
sage: solve(egns,s,a)

[[s == (137466107/5541300), a == (1165859/49350)1]
sage: n(137466107/5541300)

24.8075554472777

sage: n(1165859/49350)

23.6242958459980

Converting back to 1958 dollars by multiplying by 1.3 gives 32.25 and 30.71.

Topic: Accuracy of Computations

1 Scientific notation is convenient for expressing the two-place restriction: .25 x
102 4 .67 x 10° = .25 x 10%. Note that adding the 2/3 has no effect on the total.

2 The reduction

73&;(}2 X+ 2y= 3
—8y=-7.992
gives (x,y) = (1.002,0.999). So for this system a small change in the constant
produces only a small change in the solution.
(a) The fully accurate solution is that x =10 and y = 1.
(b) The four-digit reduction
1.569
—1805

—(.3454/.0003)p1+p2 (.0003 1.556
—
gives the conclusion that y = 1.006, which is not bad, and that x = 12.21. Of

0 —1794
course, this is twenty percent different than the correct answer.



4 (a) For the first one, first, (2/3) — (1/3) is .666 666 67 — .33333333 = .33333334
and so (2/3) 4+ ((2/3) — (1/3)) = .666 666 67 + .333 333 34 = 1.000 000 0.
For the other one, first ((2/3)+(2/3)) = .666 666 67+ .666 666 67 = 1.3333333
and so ((2/3) + (2/3)) — (1/3) = 1.3333333 — .33333333 = .999 999 97.
(b) The first equation is .33333333 - x + 1.0000000 - y = 0 while the second is
.666 666 67 - x +2.000 0000 -y = 0.

5 (@) This calculation

3 2 1 6
T2 g _(4/3) 426 —(2/3)+2¢ | —2+4¢
SRR\ (2/3) 42 —(1/3)—e | —1+¢
3 2 1 6
TRt o (4/3) 426 —(2/3)+2e | —2+4e
0 € —2¢ —€
gives a third equation of y — 2z = —1. Substituting into the second equation

gives ((—10/3) +6¢) -z = (—10/3) + 6¢ so z = 1 and thus y = 1. With those, the
first equation says that x = 1.
(b) As above, scientific notation is convenient to express the restriction on the
numbe of digits.

The solution with two digits retained is z = 2.1, y = 2.6, and x = —.43.

30 x 107 .20 x 107 10 x 107 .60 x 10!
J0x 107 20x 1073 .20 x 1073 | .20 x 10!
30x 107 20x 1073 —10x 1073 | .10 x 10!

30 x 10" .20 x 10! 10 x 10! .60 x 10!

‘f/z)_";“” 0 —13x 10" —.67 x 10° | —.20 x 10
—(/3)p1+es 0 —67x10° —33%x10° | —.10 x 10°
30x 10" 20x 10" .10x 10" | .60 x 10°
—(.67/1.3)p2p5 0 13 %107 —.67 % 10° | —.20 x 10°
0 0 15 %1072 | 31 x 102

Topic: Analyzing Networks

1 (a) The total resistance is 7 ohms. With a 9 volt potential, the flow will be
9/7 amperes. Incidentally, the voltage drops will then be: 27/7 volts across the
3 ohm resistor, and 18/7 volts across each of the two 2 ohm resistors.
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(b) One way to do this network is to note that the 2 ohm resistor on the left has
a voltage drop of 9 volts (and hence the flow through it is 9/2 amperes), and the
remaining portion on the right also has a voltage drop of 9 volts, and so we can
analyze it as in the prior item. We can also use linear systems.

— —
io i

i3
%

Using the variables from the diagram we get a linear system

ir— 11— 12 =0
i1+ 1,—i3=0

2i, =9
71 =9

which yields the unique solution iy = 81/14, i = 9/2, 1, =9/7, and i3 = 81/14.

Of course, the first and second paragraphs yield the same answer. HEssentially,
in the first paragraph we solved the linear system by a method less systematic
than Gauss’s Method, solving for some of the variables and then substituting.
(c) Using these variables

— — —
io i i3
il il
i6 is
— —

one linear system that suffices to yield a unique solution is this.

h— 11— 1 =0
i,— 13— 1 =0

i3+ 14— 15 =0

i + i5 —1 =0

3 =9

31, + 214 + 2i5 =9

3iy + 913 + 2is =9

(The last three equations come from the circuit involving ip-i;-ig, the circuit
involving ip-i2-i4-i5-1¢, and the circuit with ip-i2-i3-i5-i6.) Octave gives iy =
4.35616, i; = 3.00000, i, = 1.35616, i3 = 0.24658, i, = 1.10959, i5 = 1.35616,
i = 4.35616.
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2 (@) Using the variables from the earlier analysis,

ivr— 11— 1= 0
1o+ 11+ 1= 0
51y =20

8i, =20

—5i1+8i,= 0

The current flowing in each branch is then is i, = 20/8 = 2.5, i; =20/5 =4, and
ip = 13/2 = 6.5, all in amperes. Thus the parallel portion is acting like a single
resistor of size 20/(13/2) ~ 3.08 ohms.

(b) A similar analysis gives that is i, = 1; = 20/8 = 2.5 and iy = 40/8 =
5 amperes. The equivalent resistance is 20/5 = 4 ohms.

(c) Another analysis like the prior ones gives is i, = 20/r2, i1 = 20/7r7, and
ip = 20(r7 +12)/(r172), all in amperes. So the parallel portion is acting like a
single resistor of size 20/ip = r112/(r1 +12) ohms. (This equation is often stated
as: the equivalent resistance v satisfies 1/r = (1/r1) + (1/72).)

3 Kirchoff’s Current Law, applied to the node where 11, 12, and r4 come together,
and also applied to the node where 13, 14, and 4 come together gives these.
i1 -1 —1ig =0
i3 —14+1ig= 0
Kirchoff’s Voltage law, applied to the loop in the top right, and to the loop in the
bottom right, gives these.
i3T3 — ‘Lng — i]T] =0
g4 — i2T2 +1igTg =0
Assuming that i, is zero gives that 1; = 1i,, that i3 = i4, that i;7; = 1373, and that
1,12 = 1474. Then rearranging the last equality
Ty i373
T4 = — ——
14 Tunm
and cancelling the i’s gives the desired conclusion.

4 (a) An adaptation is: in any intersection the flow in equals the flow out. It does
seem reasonable in this case, unless cars are stuck at an intersection for a long
time.

(b) Because 50 cars leave via Main while 25 cars enter, i; — 25 = i,. Similarly
Pier’s in/out balance means that i, = i3 and North gives i3 + 25 = 1. We have
this system.

i1 —1y = 25
i,—i3= 0
—i +i3=-25
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(c) The row operations p; + p2 and p2 + p3 lead to the conclusion that there are
infinitely many solutions. With i3 as the parameter, this is the solution set.

25+ 13
{ i3 i3 € R}
i3

Since the problem is stated in number of cars we might restrict iz to be a natural
number.

(d) If we picture an initially-empty circle with the given input/output behavior,
Wwe can superimpose i3-many cars circling endlessly to get a new solution.

(e) A suitable restatement might be: the number of cars entering the circle must
equal the number of cars leaving. The reasonableness of this one is not as clear.
Over the five minute time period we could find that a half dozen more cars
entered than left, although the problem statement’s into/out table does satisfy
this property. In any event, it is of no help in getting a unique solution since for
that we would need to know the number of cars circling endlessly.

5 (a) Here is a variable for each unknown block; each known block has the flow

shown.
65 55
4
75 40
i, . i3
14
5 50
80 / \ 30
. i .
57 70 7 i6

We apply Kirchhoff’s principle that the flow into the intersection of Willow
and Shelburne must equal the flow out to get i; + 25 = i, + 125. Doing the
intersections from right to left and top to bottom gives these equations.

i1 —1 = 10
—11 + i3 = 15
iy +14 — 15 = 5

—i3 — 14 + g =-50

i —1i;=-10

—ig+iy= 30

The row operation p; + p, followed by p, + p3 then p3 + p4 and pg + p5 and



Answers to Ezercises 61

finally ps + pg result in this system.
11— 1 = 10
—iy + 13 25
i34+14— is 30
—i5 + ig =-20
ig —i7 =—30
0= 0
Since the free variables are i4 and i; we take them as parameters.

ig =17 —30

i5 =1 +20 = (17—30) +20=1;—10

3=—ly+i5+30=—i4 + (i —10) +30 = —iy + 1, + 20

i,=13—25=(—14 +1;+20)—25=—i4 +1,—5

=1 +10=(—4 +1;—=5)+10=—i4 +i7 +5
Obviously 14 and iy have to be positive, and in fact the first equation shows
that 1; must be at least 30. If we start with 17, then the i, equation shows that
0<is <iy—5.
(b) We cannot take i to be zero or else ig will be negative (this would mean cars
going the wrong way on the one-way street Jay). We can, however, take i; to be
as small as 30, and then there are many suitable i4’s. For instance, the solution

(i1,12,13, 14, 15, 16, 17) = (35, 25,50, 0, 20, 0, 30)

results from choosing i4 = 0.






Clapter Fwo
Vector Spaces

Section I: Definition of Vector Space

Two.l.1: Definition and Examples

Two.l.1.17  (a) 0+ Ox + Ox? + 0x3
0 000
(b) (O 0 0 0
(c) The constant function f(x) =0
(d) The constant function f(n) =

0
) -1 +1 _
Two.l.1.18  (a) 3+ 2x —x (b) 0 _3 (c) —3e*+2e ™

Two.l.1.19  (a) Three elements are: 1+ 2x, 2—Tx, and x. (Of course, many answers
are possible.)

The verification is just like Example 1.4. We first do conditions 1-5 from
Definition 1.1, having to do with addition. For closure under addition, condi-
tion (1), note that where a + bx, ¢+ dx € P; we have that (a + bx)+ (c + dx) =
(a+c¢)+ (b+ d)x is a linear polynomial with real coefficients and so is an
element of Py. Condition (2) is verified with: where a + bx,c + dx € P4
then (a + bx) + (¢ + dx) = (a + ¢) + (b + d)x, while in the other order they
are (c+dx)+ (a+bx) = (c+a)+ (d+ b)x, and both a+¢c = ¢+ a and
b+ d = d+ b as these are real numbers. Condition (3) is similar: suppose
a+bx, c+dx, e+fx € P then ((a+bx)+(c+dx))+(e+fx) = (a+c+e)+(b+d+f)x
while (a+bx)+ ((c+dx)+ (e+fx)) =(a+c+e)+ (b+ d+ f)x, and the two
are equal (that is, real number addition is associative so (a+c)+e=a+ (c+e)
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and (b+d)+f=b+ (d+1f)). For condition (4) observe that the linear poly-
nomial 0 + O0x € P; has the property that (a + bx) + (0 + 0x) = a + bx and
(0+ 0x) + (a + bx) = a + bx. For the last condition in this paragraph, condi-
tion (5), note that for any a+ bx € P; the additive inverse is —a—bx € Py since
(a+bx)+ (—a—Dbx) = (—a—Dbx)+ (a+bx) =0+ 0x.

We next also check conditions (6)-(10), involving scalar multiplication. For (6),
the condition that the space be closed under scalar multiplication, suppose that r
is a real number and a-+bx is an element of P, and then r(a+bx) = (ra)+ (rb)x
is an element of P because it is a linear polynomial with real number coefficients.
Condition (7) holds because (r + s)(a + bx) = r(a + bx) + s(a + bx) is true
from the distributive property for real number multiplication. Condition (8) is
similar: r((a+bx)+ (c+dx)) =r((a+c)+(b+d)x)=r(a+c)+r(b+d)x =
(ra +7vc) + (rb + rd)x = r(a + bx) + r(c + dx). For (9) we have (rs)(a +
bx) = (rsa) + (rsb)x = r(sa + sbx) = r(s(a + bx)). Finally, condition (10) is
1(a+bx) =(Ta)+ (1b)x = a + bx.

(b) Call the set P. In the prior item in this exercise there was no restriction on
the coefficients but here we are restricting attention to those linear polynomials
where ag — 2a; = 0, that is, where the constant term minus twice the coefficient
of the linear term is zero. Thus, three typical elements of P are 2 + 1x, 6 + 3x,
and —4 — 2x.

For condition (1) we must show that if we add two linear polynomials that
satisfy the restriction then we get a linear polynomial also satisfying the restriction:
here that argument is that if a + bx,c + dx € P then (a + bx) + (¢ + dx) =
(a+c)+(b+d)x is an element of P because (a+c)—2(b+d) = (a—2b)+(c—2d) =
0+ 0 = 0. We can verify condition (2) with: where a 4+ bx,c 4+ dx € Py then
(a+bx)+ (c+ dx) = (a+c)+ (b+ d)x, while in the other order they are
(c+dx)+(a+bx) = (c+a)+(d+b)x, and both a+c =c+aand b+d =d+b as
these are real numbers. (That is, this condition is not affected by the restriction
and the verification is the same as the verification in the first item of this
exercise). Condition (3) is also not affected by the extra restriction: suppose that
a+bx, c+dx, e+fx € P then ((a+bx)+(c+dx))+(e+fx) = (at+c+e)+(b+d+f)x
while (a +bx) + ((c+ dx) + (e+fx)) = (a+c+e)+ (b+ d+ f)x, and the two
are equal. For condition (4) observe that the linear polynomial satisfies the
restriction 0 + Ox € P because its constant term minus twice the coefficient
of its linear term is zero, and then the verification from the first item of this
question applies: 0+ Ox € P; has the property that (a+ bx) 4+ (04 0x) = a+ bx
and (04 0x) + (a + bx) = a + bx. To check condition (5), note that for any
a + bx € P the additive inverse is —a — bx since it is an element of P (because
a + bx € P we know that a — 2b = 0 and multiplying both sides by —1 gives
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that —a + 2b = 0), and as in the first item it acts as the additive inverse
(a+bx)+ (—a—Dbx) =(—a—bx) + (a+bx) =0+ 0x.

We must also check conditions (6)-(10), those for scalar multiplication. For
(6), the condition that the space be closed under scalar multiplication, suppose
that r is a real number and a + bx € P (so that a — 2b = 0), then r(a + bx) =
(ra) 4+ (rb)x is an element of P because it is a linear polynomial with real number
coefficients satisfying that (ra) — 2(rb) = r(a — 2b) = 0. Condition (7) holds
for the same reason that it holds in the first item of this exercise, because
(r+s)(a+bx) =r(a+ bx)+ s(a+ bx) is true from the distributive property
for real number multiplication. Condition (8) is also unchanged from the first
item: r((a+bx)+ (c+dx)) =r((a+c)+(b+d)x) =r(a+c)+r(b+d)x =
(ra+71c) + (rb+ rd)x = r(a + bx) + r(c + dx). So is (9): (rs)(a+ bx) =
(rsa) + (rsb)x = r(sa + sbx) = r(s(a + bx)). Finally, so is condition (10):
1(a+bx) =(Ta)+ (1b)x = a + bx.

Two.1.1.20 Use Example 1.4 as a guide. (Comment. Because many of the conditions
are quite easy to check, sometimes a person can feel that they must have missed
something. Keep in mind that easy to do, or routine, is different from not necessary
to do.)

(a) Here are three elements.

630260

For (1), the sum of 2x2 real matrices is a 2x2 real matrix. For (2) we consider
the sum of two matrices

ab+ef7a—|—eb—|—f
c d g h/ \c+g d+h

and apply commutativity of real number addition

_[e+a f+b) (e f a b
_g+ch+d_gh+cd
to verify that the addition of the matrices is commutative. The verification for
condition (3), associativity of matrix addition, is similar to the prior verification:

a b e f i j) [la+e)+i (b+f)+]
(<c d>+<g h>)+<k l>_((c+g)+k (d+h)+l>
a b e f i\, f[a+(e+i) b+ (f+j)
(c d>+(<g h>+<k l>)_<c+(g+k) d+(h+1)>

and the two are the same entry-by-entry because real number addition is as-

while

sociative. For (4), the zero element of this space is the 2 x 2 matrix of zeroes.
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Condition (5) holds because for any 2 x 2 matrix A the additive inverse is the
matrix whose entries are the negative of A’s, the matrix —1- A.

Condition (6) holds because a scalar multiple of a 2x2 matrix is a 2x2 matrix.
For condition (7) we have this.

a b [((r+s)a (r+s)b
(r+s) <c d) B ((r—l—s)c (T—l—s)d)

_ (ra+sa rb+sb . a b 4
" \rc+sc rd+sd/  \c d

Condition (8) goes the same way.
o a b L [e f )=+ at+e b+f) (rat+re rb+rf
c d g h/’ \c+g d+h) \rc+rg rd+th

. a b Yy e f —r( a b n e f )
~\c d g h) c d g h

For (9) we have this.

(rs) a b\ (rsa rsb . sa sb *r(s a b )
c d) \rsc rsd/  \sc sd/ c d

Condition (10) is just as easy.

]ab_1-a1~b_sasb
c df \1.c 1-d4) \sc sd

(b) This differs from the prior item in this exercise only in that we are restricting
to the set T of matrices with a zero in the second row and first column. Here are

three elements of T.
1 2 -1 =2 0 0
0 4)2\V0 —4)>\0 0

Some of the verifications for this item are the same as for the first item in this
exercise, and below we’ll just do the ones that are different.

For (1), the sum of 2x2 real matrices with a zero in the 2,1 entry is also a
2x 2 real matrix with a zero in the 2,1 entry.

a b n e f at+e b+f

0 d 0 h 0 d+h
The verification for condition (2) given in the prior item works in this item also.
The same holds for condition (3). For (4), note that the 2x2 matrix of zeroes is
an element of T. Condition (5) holds because for any 2x2 matrix A the additive

inverse is the matrix —1- A and so the additive inverse of a matrix with a zero in
the 2,1 entry is also a matrix with a zero in the 2,1 entry.
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Condition 6 holds because a scalar multiple of a 2x2 matrix with a zero in the
2,1 entry is a 2x2 matrix with a zero in the 2, 1 entry. Condition (7)’s verification
is the same as in the prior item. So are condition (8)’s, (9)’s, and (10)’s.

Two.l.1.21  (a) Three elements are (1 2 3), (2 1 3),and (0 0 0).

We must check conditions (1)-(10) in Definition 1.1. Conditions (1)-(5)
concern addition. For condition (1) recall that the sum of two three-component
row vectors

(abc)+(defl=(a+d b+e c+f)

is also a three-component row vector (all of the letters a,...,f represent real
numbers). Verification of (2) is routine

(abc)+(def)=(a+d b+e c+1)

=(d+a e+b f+c)=(d e f)+(a b ¢)

(the second equality holds because the three entries are real numbers and real
number addition commutes). Condition (3)’s verification is similar.

((abc)+(def)+(ghi)=((a+d)+g (b+e)+h (c+f) +1)

=(a+(d+g) b+(e+h) c+(f+i))=(a b c)+((d e f)+(g h 1))
For (4), observe that the three-component row vector (0 0 0) is the additive
identity: (a b ¢)+ (0 0 0) =(a b c¢). To verify condition (5), assume we are
given the element (a b c) of the set and note that (—a —b —c) is also in the
set and has the desired property: (a b ¢)+ (—a —b —¢)=(0 0 0).

Conditions (6)-(10) involve scalar multiplication. To verify (6), that the
space is closed under the scalar multiplication operation that was given, note
that r(a b ¢) = (ra rb rc) is a three-component row vector with real entries.
For (7) we compute.

(r+s)(a bc)=((r+s)a (r+s)b (r+s)c)=(ra+sa rb+sb rc+ sc)
=(ra b rc)+(sa sb sc)=r(a b c)+s(a b c)
Condition (8) is very similar.
r((a b c)+(d e f)
=r(a+d b+e c+f)=(r(a+4d) r(b+e) r(c+1))
=(ra+rd rb+re rc+1rf) =(ra rb rc)+ (rd re rf)
=1(a b c)+7r(d e )
So is the computation for condition (9).
(rs)(a b ¢) =(rsa rsb rsc) =r(sa sb sc) =7(s(a b ¢))
Condition (10) is just as routine 1(a b ¢)=(1-a 1-b T-¢)=(a b c).
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(b) Call the set L. Closure of addition, condition (1), involves checking that if the
summands are members of L then the sum

a e at+e
b f b+ f
+ = +
[ g c+g
d h d+h

is also a member of L, which is true because it satisfies the criteria for membership
inL: (a+e)+(b+f)—(c+g)+(d+h)=(a+b—c+d)+(e+f—g+h)=0+0.
The verifications for conditions (2), (3), and (5) are similar to the ones in the
first part of this exercise. For condition (4) note that the vector of zeroes is a
member of L because its first component plus its second, minus its third, and
plus its fourth, totals to zero.

Condition (6), closure of scalar multiplication, is similar: where the vector is
an element of L,

a ra

b b
T pry

c TC

d rd

is also an element of [ because ra+tb—rc+rd=1r(a+b—c+d)=1-0=0.
The verification for conditions (7), (8), (9), and (10) are as in the prior item of
this exercise.
Two.1.1.22 In each item the set is called Q. For some items, there are other correct
ways to show that Q is not a vector space.
(a) It is not closed under addition; it fails to meet condition (1).

1 0 1
01,]11]€Q 110
0 0 0

(b) It is not closed under addition.
1 0 1
0l,]11]€Q 11 €0Q
0 0 0

(c) It is not closed under addition.

0 1 1 1 1 2
Q J’Q JEQ Q JgQ
(d) It is not closed under scalar multiplication.

T+1x+1x% € Q —1-(1+1x+1x3) €Q
(e) It is empty, violating condition (4).
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Two.l.1.23 The usual operations (vo +vii) + (Wo + wii) = (vo +wo) + (vi +wi)i
and 1(vg +vii) = (rvo) + (rv7)1i suffice. The check is easy.

Two.l.1.24 No, it is not closed under scalar multiplication since, e.g., 7t- (1) is not a
rational number.

Two.l.1.25 The natural operations are (vix + vy + viz) + (Wix + way + wiz) =
(vi4+wi)x+(va+w2)y+(vs+ws)z and - (vix+vay+vsz) = (rvi)x+(rv2)y+(rvs)z.
The check that this is a vector space is easy; use Example 1.4 as a guide.

Two.l.1.26 The ‘+’ operation is not commutative (that is, condition (2) is not met);
producing two members of the set witnessing this assertion is easy.

Two.1.1.27  (a) It is not a vector space.

1 1 1
(T+1)-fo]#]|0f|+]0O0
0 0 0
(b) It is not a vector space.
1 1
1-{0]#]0
0 0

Two.l.1.28 For each “yes” answer, you can just check a couple of linear combinations
in the space. For each “no” answer, give a specific example of the failure of one of
the conditions.

(a) Yes. One linear combination picked out of the air is this.

)

The key point about the collection being a vector space is that the result is a

diagonal matrix.
(36 0
S \0 43

(b) Yes. Here is a linear combination.

1 3 3 7
10 - 11-
We look for the result to follow the form that the upper left and lower right
entries add to make the upper right entry, and also the lower left.

(43 107
- \107 64
(c) No, this set is not closed under the natural addition operation. The vector of

all 1/4’s is a member of this set but when added to itself the result, the vector of
all 1/2’s, is a nonmember.
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(d) Yes.
(e) No, f(x) = e2* + (1/2) is in the set but 2 - f is not (that is, condition (6)
fails).

Two.l.1.29 It is a vector space. Most conditions of the definition of vector space are
routine; we here check only closure. For addition, (f; + f2) (7) = f1(7) + 2(7) =
0+ 0 = 0. For scalar multiplication, (r-f) (7) =rf(7) =10 =0.

Two.1.1.30 We check Definition 1.1.

First, closure under ‘+’ holds because the product of two positive reals is a
positive real. The second condition is satisfied because real multiplication commutes.
Similarly, as real multiplication associates, the third checks. For the fourth condition,
observe that multiplying a number by 1 € R" won'’t change the number. Fifth, any
positive real has a reciprocal that is a positive real.

The sixth, closure under ‘-’, holds because any power of a positive real is a
positive real. The seventh condition is just the rule that v'* equals the product
of v" and v°. The eight condition says that (vw)" = v'w". The ninth condition
asserts that (v')® = v"S. The final condition says that v! =v.

Two.l.1.31  (a) No: 1-(0,1)+1-(0,1) £ (14+1)-(0,1).
(b) Noj; the same calculation as the prior answer shows a condition in the definition
of a vector space that is violated. Another example of a violation of the conditions
for a vector space is that 1-(0,1) # (0, 1).

Two..1.32 It is not a vector space since it is not closed under addition, as (x?) +
(14 x —x?) is not in the set.
Two.l.1.33  (a) 6
(b) nm
(c) 3
(d) To see that the answer is 2, rewrite it as

{(3 _ao_b) la,b e )

so that there are two parameters.

Two.l.1.34 A wvector space (over R) consists of a set V along with two operations ‘+’
and ‘” subject to these conditions. Where ¥, w € V, (1) their vector sum V+W is an
element of V. If i, ¥, W € V then (2) VW = wFV and (3) (V+W)FU =V+ (W+i).
(4) There is a zero vector 0 € V such that V£ 0 =¥ for all ¥ € V. (5) Bach v € V
has an additive inverse W € V such that w v = 0. If T,s are scalars, that is,
members of R), and ¥, W € V then (6) each scalar multiple r-Visin V. If r;s € R
and V,w € V then (7) (r+s)-V=71-V+¥s-V, and (8) v (V+W) = -V +1"W, and
(9) (rs) "V =17(s7V), and (10) 17V =+.
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Two.l.1.35 (a) Let V be a vector space, let V € V, and assume that w € V is
an additive inverse of ¥ so that W + v = 0. Because addition is commutative,
0 =W +V=7V+W, so therefore ¥ is also the additive inverse of W.
(b) Let V be a vector space and suppose V, §,t € V. The additive inverse of v is —V
S0 V4§ =V +1 gives that —V + V4§ = —V + v+ {, which says that 0 +§=0+1
and so § = t.
Two.l.1.36 Addition is commutative, so in any vector space, for any vector v we have
that V=v+0=0+V.
Two.l.1.37 It is not a vector space since addition of two matrices of unequal sizes is
not defined, and thus the set fails to satisfy the closure condition.

Two.l.1.38 Each element of a vector space has one and only one additive inverse.
For, let V be a vector space and suppose that v € V. If wy, W, € V are both
additive inverses of V then consider Wy +V 4+ w,. On the one hand, we have that it
equals wi + (V+wy) = wy + 0 = W;. On the other hand we have that it equals
(W1 + V) + W2 =0 + Wy = W,. Therefore, W = W5.

Two.l.1.39  (a) Every such set has the form {r-V+s-w|r,s € R} where either
or both of V;w may be 0. With the inherited operations, closure of addition
(T1V + s1W) + (12V + soW) = (17 + 12)V + (81 + s2)W and scalar multiplication
c(rV+ sw) = (cr)V + (cs)w are easy. The other conditions are also routine.

(b) No such set can be a vector space under the inherited operations because it
does not have a zero element.

Two.l.1.40 Assume that ¥ € V is not 0.

(a) One direction of the if and only if is clear: if r = 0 then -V =
way, let  be a nonzero scalar. If v = 0 then (1/1) -1 = (1/r
V= 5, contrary to the assumption.

(b) Where 11,15 are scalars, 71V = 12V holds if and only if (r; — 1)V = 0. By the
prior item, then r; — 1, =0.

(c) A nontrivial space has a vector v # 0. Consider the set {k - v | k € R}. By the
prior item this set is infinite.

(d) The solution set is either trivial, or nontrivial. In the second case, it is infinite.

0. For the other
) - 0 shows that

Two.l.1.41 Yes. A theorem of first semester calculus says that a sum of differentiable
functions is differentiable and that (f + g)’ = f' + ¢/, and that a multiple of a
differentiable function is differentiable and that (v - f) =rf’.

Two.l.1.42 The check is routine. Note that ‘1’ is T + 01 and the zero elements are
these.

(@) (04 0i) + (0 +0i)x + (0 + 0i)x?
(®) <o+01 0+ 0i
0+0i 0+01
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Two.l.1.43 Notably absent from the definition of a vector space is a distance measure.

Two.l.1.44  (a) A small rearrangement does the trick.

(Vi + (Vo +V3)) +Vs =

)
=V + (Vo + (V3 +V4))
=V + (V2 +V3) +Va4)

Each equality above follows from the associativity of three vectors that is given
as a condition in the definition of a vector space. For instance, the second ‘=’
applies the rule (Wy +W3) + W3 = Wy + (W2 + W3) by taking Wy to be V; + Vs,
taking w» to be V3, and taking w3 to be vj.
(b) The base case for induction is the three vector case. This case Vi + (V2 +V3) =
(V] +V2) + V3 is one of the conditions in the definition of a vector space.

For the inductive step, assume that any two sums of three vectors, any two
sums of four vectors, ..., any two sums of k vectors are equal no matter how we
parenthesize the sums. We will show that any sum of k + 1 vectors equals this
one ([~ ((Vi +V2) +V3) 4+ -+ ) + Vi) + Vipr.

Any parenthesized sum has an outermost ‘+’. Assume that it lies between
Vm and Vi1 so the sum looks like this.

(o VoV ) A (o Vgt - Vi o)

The second half involves fewer than k+ 1 additions, so by the inductive hypothesis
we can re-parenthesize it so that it reads left to right from the inside out, and in
particular, so that its outermost ‘+’ occurs right before vy 1.

= (o By T ) (e Tt Fm2) 4+ B +Ti)
Apply the associativity of the sum of three things
= (e Fr o T ) o (Tt +Tma2) 00 W) + T

and finish by applying the inductive hypothesis inside these outermost parenthesis.

Two.l.1.45 Let ¥ be a member of R? with components v; and v,. We can abbreviate
the condition that both components have the same sign or are 0 by viv, > 0.
To show the set is closed under scalar multiplication, observe that the components
of 1V satisfy (rvi)(rv2) =12(viv2) and 2 > 0 so 2vivy > 0.
To show the set is not closed under addition we need only produce one example.
The vector with components —1 and 0, when added to the vector with components
0 and 1 makes a vector with mixed-sign components of —1 and 1.
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Two.l.2: Subspaces and Spanning Sets

Two.l.2.20 By Lemma 2.9, to see if each subset of M, is a subspace, we need only
check if it is nonempty and closed.
(a) Yes, we can easily check that it is nonempty and closed. This is a parametriza-

tion.
1 0 0 0
{a(o O>+b<0 ]>a,b€R}

By the way, the parametrization also shows that it is a subspace, since it is given
as the span of the two-matrix set, and any span is a subspace.

(b) Yes; it is easily checked to be nonempty and closed. Alternatively, as mentioned
in the prior answer, the existence of a parametrization shows that it is a subspace.
For the parametrization, the condition a + b = 0 can be rewritten as a = —b.

Then we have this.

-b 0 -1 0
{(O b)lbeR}:{b<O 1)Ibe]R}

(c) No. It is not closed under addition. For instance,

365

is not in the set. (This set is also not closed under scalar multiplication, for
instance, it does not contain the zero matrix.)

(d) Yes.
-1 0 0 1
R I .

Two.l.2.21 No, it is not closed. In particular, it is not closed under scalar multiplica-
tion because it does not contain the zero polynomial.

Two.l.2.22 The equation

1 2 1
0] =c1 1 +co | -1
3 —1 1
gives rise to a linear system
2 111 s 2 1 1
1 —1]o0 [’1 /zﬂﬁ"z 0 —3/2|-12
11 13) meres g 3

that has no solution, so the vector is not in the span.
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Two.1.2.23  (a) Yes, solving the linear system arising from

1 0 2
r|o|+r|o]|=|o
0 1 1

givesty =2 and r; = 1.

(b) Yes; the linear system arising from 77 (x?) +12(2x +x?) +13(x +x3) = x —x3

2ro+13= 1
™+ T2 = 0
T3 =—1

gives that —1(x%) + 1(2x +x?) — 1(x +x3) = x — x>.
(c) No; any combination of the two given matrices has a zero in the upper right.
Two.1.2.24  (a) This relationship

(7))
gives this system of equations.
3a+ b=-5 7(1/m+pz 3a+ b= -5
a+2b= 7 (5/3)b=26/3
So b = 26/5. Substituting 3a + (26/5) = —5 gives a = —17/5. In the terms of
the section, the vector (;5 ) is in the span of the set of the other two.
(b) There is no place to hide. This Gauss’s method reduction
3a4+ b=x 7(1/m>1+p2 3a+ b=x
a+2b=y (5/3)b=—(1/3)x+y
shows that for any x,y € R there is a pair a,b € R. In the terms of the section,
the span of the two vectors is the entire plane.
(c) No place to hide. Consider this system.

—1 2 5 X
al O |+b|T|+c| 4 |=1|y
3 0 -9 z
After reduction
—a+2b+5c=x —a+2b+5c=x
b+4c=y P14 b+4c=y
3a —9%=z 6b+6c=3x+z

—a+2b+ 5Sc=x
b+ 4c=y
—18c=3x+—-6y+z
it shows that for any x,y,z € R the required a, b, and c exist. The superhero’s
devices span the plane.

—6p2+p3
=
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Two.l.2.25  (a) Yes; it is in that span since 1-cos?x 4 1 -sin® x = f(x).
(b) No, since 17 cos? x + 13 sin® x = 3 +x2 has no scalar solutions that work for all
x. For instance, setting x to be 0 and 7t gives the two equations 11 -14+12,-0=3
andry-1+712-0=3+ 7{2, which are not consistent with each other.
(c) No; consider what happens on setting x to be 7t/2 and 37/2.
(d) Yes, cos(2x) = 1-cos?(x) — 1 - sin?(x).

Two.1.2.26  (a) Yes, for any x,y,z € R this equation

1 0 0 X
|0 +12|2]+713][0] =]y
0 0 3 z
has the solution r; = x, r; =y/2, and r3 = z/3.
(b) Yes, the equation
2 1 0 X
O]+ |1 ]+7r3]|0]| = y
1 0 1 z
gives rise to this
2r1+ 12 =X 2ri+1  =x
r —y *(1/2)*p>1+03 (1/2&>+03 - —y
T +r3=12 r3=—(1/2)x+(1/2)y +z

so that, given any x, y, and z, we can compute that r3 = (—1/2)x + (1/2)y + z,
2 =y, and ry = (1/2)x — (1/2)y.
(c) No. In particular, we cannot get the vector

0

0

1

as a linear combination since the two given vectors both have a third component

of zero.
(d) Yes. The equation
1 3 -1 2 X
T [O|+12| T +13] O |+1a|T] =1y
1 0 0 5 z

leads to this reduction.

13 -1 2]«x 13 -1 2 X
01 0 1]y| e [y g o y
10 0 5|z 00 1 6|—x+3y+z

We have infinitely many solutions. We can, for example, set r4 to be zero
and solve for 13, 12, and 17 in terms of x, y, and z by the usual methods of
back-substitution.
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(e) No. The equation

2 3 5 6 X
|1 +12]0]+13|1|+14]|0] =1y
1 1 2 2 z
leads to this reduction.
2 35 6|x
101 0y
11 2 2|z
2 3 5 6 X
B [ T 5 S V) R —(1/2)x +y
—(1/2)p1+p3

0 0 0 0 | —(1/3)x—(1/3)y+z
This shows that not every three-tall vector can be so expressed. Only the vectors
satisfying the restriction that —(1/3)x — (1/3)y + z = 0 are in the span. (To see
that any such vector is indeed expressible, take r3 and r4 to be zero and solve
for vy and 1, in terms of x, y, and z by back-substitution.)

Two.1.2.27  (a) {(c b ¢)|byceR} = {b(0O 1 0)+c(1 0 1)|b,c € R} The obvi-
ous choice for the set that spansis {(0 1 0),(1 0 1)}

(b) { cd Z |b,c,d e R}={b 8 (]) +c (]) 8 +d<0] ?) |b,c,d € R}
One set that spans this space consists of those three matrices.
(c) The system
a+3b =0
2a —c—d=0
gives b= —(c+d)/6 and a = (c + d)/2. So one description is this.

1/2 —1/6 1/2 —1/6
{(:(1 0 )—I—d(o : )Ic,deR}

That shows that a set spanning this subspace consists of those two matrices.
(d) The a = 2b — ¢ gives that the set {(2b —c¢) + bx + cx3 | b,c € R} equals the
set {b(2+x)+c(—1+x%x3)|b,c € R}. So the subspace is the span of the set
{24%x,—1+x3}
(e) The set {a+ bx +cx? | a+ 7b +49c = 0} can be parametrized as
{b(=7+x) +c(—49+x%) | b,c e R}
and so has the spanning set {—7 + x, —49 + x? 1.
Two.1.2.28  (a) We can parametrize in this way
X 1 0
{10] Ix,zeR}Y={x|0]+2z]|0] |x,z€R}
z 0 1
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giving this for a spanning set.

1 0
{{o],10|!
0 1
(b) Here is a parametrization, and the associated spanning set.
—-2/3 —1/3 —-2/3 —1/3
{y 1 +z 0 ly,z € R} { 1 , 0 }
0 1 0 1
1 —1/2
-2 0
XY It Y b
0 1

(d) Parametrize the description as {—a; + a;x + azx? + a3x? | ar, a3 € R} to get
(=T +x, x> +x3).
(e) {1)X>X2)X33X4}

10 0 1 0 0 00
0o 8)-( )00 0 )

Two.1.2.29 Technically, no. Subspaces of R are sets of three-tall vectors, while R? is
a set of two-tall vectors. Clearly though, R? is “just like” this subspace of R3.
X
{ly| IxyeR}
0
Two.l.2.30 Of course, the addition and scalar multiplication operations are the ones
inherited from the enclosing space.
(a) This is a subspace. It is not empty as it contains at least the two example
functions given. It is closed because if fy,f, are even and cy,c, are scalars then
we have this.

(c1fr+cafz) (—x) = ¢ f1(—x)+c2 f2(—x) = 1 f1(x)+c2 f2(x) = (e1fi+eaf2) (x)
(b) This is also a subspace; the check is similar to the prior one.

Two.1.2.31 It can be improper. For instance, if the vector space is R! and v # 0 then
the subspace {r-V |t € R} is all of R'.

Two.l.2.32 No, such a set is not closed. For one thing, it does not contain the zero
vector.

Two.1.2.33  (a) This nonempty subset of M., is not a subspace.

12\ (5 6
A:{<3 4>’<7 8>}
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One reason that it is not a subspace of My, is that it does not contain the zero
matrix. (Another reason is that it is not closed under addition, since the sum of
the two is not an element of A. It is also not closed under scalar multiplication.)
(b) This set of two vectors does not span R>.

G0

No linear combination of these two can give a vector whose second component is
unequal to its first component.

Two.1.2.34 No. The only subspaces of R' are the space itself and its trivial subspace.
Any subspace S of R that contains a nonzero member V must contain the set of all
of its scalar multiples {r -V | r € R}. But this set is all of R.

Two.l.2.35 Item (1) is checked in the text.

Item (2) has five conditions. First, for closure, if c € R and §€ S thenc-5€ S
asc-§=c-§+40-0. Second, because the operations in S are inherited from V, for
c,d € R and § € S, the scalar product (c+d)-§ in S equals the product (c+d)-§
in V, and that equals ¢c- s+ d-§ in V, which equals c-§+d-§ in S.

The check for the third, fourth, and fifth conditions are similar to the second
condition’s check just given.

Two.1.2.36 An exercise in the prior subsection shows that every vector space has
only one zero vector (that is, there is only one vector that is the additive identity
element of the space). But a trivial space has only one element and that element
must be this (unique) zero vector.

Two.1.2.37 As the hint suggests, the basic reason is the Linear Combination Lemma
from the first chapter. For the full proof, we will show mutual containment between
the two sets.

The first containment [[S]] D [S] is an instance of the more general, and obvious,
fact that for any subset T of a vector space, [T] D T.
For the other containment, that [[S]] C [S], take m vectors from [S], namely

1,181, + -+ Cc1n,S1,ny -y €1,mS1,m + - + €1 n,, S1,n.., and note that any
linear combination of those

Ti(c1,1810+ - F e, S1n ) o Frm(ermS T m o+ e STn)
is a linear combination of elements of S
=(rc,)s i+ -+ (e )Sin, o F Mmer,m)S1,m + -+ (TmC1n, )81,mm

and so is in [S]. That is, simply recall that a linear combination of linear combina-
tions (of members of S) is a linear combination (again of members of S).
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Two.1.2.38  (a) It is not a subspace because these are not the inherited operations.
For one thing, in this space,

while this does not, of course, hold in R3.

(b) We can combine the argument showing closure under addition with the argu-
ment showing closure under scalar multiplication into one single argument showing
closure under linear combinations of two vectors. If ry,12,%1,%2,Y1,Y2,21,22
are in R then

X1 X2 X —711+1 ToXy — T2 + 1
Tyt | +7m2 Y2 | = T1Y1 + T2Y2
Z1 V%) T1Z1 T2Z3

TIX]—T1+Tx2— 12+ 1
T1Y1 +72Y2
T1Z1 + 71222
(note that the definition of addition in this space is that the first components
combine as (r1x7 — 11+ 1)+ (r2x2 — 12+ 1) — 1, so the first component of the
last vector does not say ‘ + 2’). Adding the three components of the last vector
gives Ti(x1 —1+yr+z1)+r2x2a—14+y2+2z2)+1=1r1-0+72-0+1=1.
Most of the other checks of the conditions are easy (although the oddness of
the operations keeps them from being routine). Commutativity of addition goes
like this.

X1 X2 X1 +x2 — 1 X2 +x7—1 X2 X1
Yy |+ 142 Y1 +y2 = Y2 + Y1 =|y2 |+ |y
Z1 V) Z1 + 22 Z2 + 27 V%) Z1
Associativity of addition has
X1 X2 X3 (x1+x2—1)+x3—1
Hyr |+ {y2])+ys| = (Y1 +vy2)+us
21 V%) z3 (Z] +2z7)+ 23
while
X1 X2 X3 X1+ (x2 +x3—1)—1
yi [+ (2| +us|)= Y1 + (Y2 +y3)
Z1 2] z3 z1 + (22 + 2z3)

and they are equal. The identity element with respect to this addition operation
works this way

X 1 x+1-—1 X
yl+1|0] = y+0 =1y
z 0 z+40 z
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and the additive inverse is similar.

X —x+2 X+ (—x+2)—1 1
yl+| -y [= y—y =10
z —z z—z 0
The conditions on scalar multiplication are also easy. For the first condition,
X (r+s)x—(r+s)+1
(r+s) |y | = (r+s)y
z (r+s)z
while
X X ™ —T1+1 sx —s+ 1
Tly|+s|ly| = Ty + sy
z z TZ sz

(rx—1r4+1)+(sx —s+1)—1
= Y + sy

TZ+ sz
and the two are equal. The second condition compares

X1 X2 X1 +x2—1 r(x1+x2—1)—14+1
r(lyr [+ v2])=7| vity2 | = (Y1 +y2)
Z1 V%) z1+ 22 1(z1 + 23)
with
X1 X2 ™ —1+1 ™y —71+1
Tfyr | +7|yz2 | = TY1 + TY2
Z1 V%) TZ1 TZ)

(rxi —r+ 1)+ (rxg—7+1)—1

= TY1 +1Y2
TZ1 + 7122
and they are equal. For the third condition,
X TSX — 18+ 1
(rs)ly | = TSy
z TSZ
while
X sx —s+1 r(sx—s+1)—1r+1
(s [y |)=r( sy ) = sy
z sz TSZ
and the two are equal. For scalar multiplication by 1 we have this.
X Ix—1+1 X
T-1y ly =1V
z 1z z
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Thus all the conditions on a vector space are met by these two operations.
Remark. A way to understand this vector space is to think of it as the plane

in R3

X

P={|y|Ix+y+2z=0}

z
displaced away from the origin by 1 along the x-axis. Then addition becomes: to
add two members of this space,

X1 X2
Y | Y2
Z1 z2

(such that x1 +y71 +21 =1 and x2 +yz +z2 = 1) move them back by 1 to place
them in P and add as usual,

x1 — 1 Xy — 1 X1 +x2—2
Y1 + Y2 = Y1 +y2 (in P)
Z1 %) z1+ 22

and then move the result back out by 1 along the x-axis.
X1 +x2—1
Y1 + Y2
zZ1 + 22
Scalar multiplication is similar.

(c) For the subspace to be closed under the inherited scalar multiplication, where
V is a member of that subspace,

o
<!
Il

o o o

must also be a member.
The converse does not hold. Here is a subset of R? that contains the origin

0\ (1
{of.1of’
0/ \o

(this subset has only two elements) but is not a subspace.
Two.l.2.39 (a) (V1 +V2 +V3) — (V1 +V2) =3
(b) (1 +v2) — (V1) =V
(c) Surely, ;.
(d) Taking the one-long sum and subtracting gives (V) — v = 0.

Two.1.2.40 Yes; any space is a subspace of itself, so each space contains the other.
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Two.l.2.41  (a) The union of the x-axis and the y-axis in R? is one.
(b) The set of integers, as a subset of R', is one.
(c) The subset {V} of R? is one, where V is any nonzero vector.

Two.l.2.42 Because vector space addition is commutative, a reordering of summands
leaves a linear combination unchanged.

Two.l.2.43 We always consider that span in the context of an enclosing space.

Two.l.2.44 1t is both ‘if’ and ‘only if’.

For ‘if’, let S be a subset of a vector space V and assume V € S satisfies
V=c¢181 + -+ cnSn where cqy,...,c,, are scalars and §7,...,5, € S. We must
show that [SU{V]}] = [S].

Containment one way, [S] C [S U{V}] is obvious. For the other direction,
[SU{V}] C [S], note that if a vector is in the set on the left then it has the form
doV+ dith + -+ + dmtm where the d’s are scalars and the t’s are in S. Rewrite
that as do(c187 + --- 4 cn8n) + d1t; + -+ - + dimtm and note that the result is a
member of the span of S.

The ‘only if’ is clearly true—adding V enlarges the span to include at least V.

Two.1.2.45 (a) Always.

Assume that A, B are subspaces of V. Note that their intersection is not
empty as both contain the zero vector. If w,s’€ AN B and r,s are scalars then
TV 4 sw € A because each vector is in A and so a linear combination is in A, and
TV+sw € B for the same reason. Thus the intersection is closed. Now Lemma 2.9
applies.
(b) Sometimes (more precisely, only if A C B or B C A).

To see the answer is not ‘always’, take V to be R3, take A to be the x-axis,
and B to be the y-axis. Note that

[enes (es )

as the sum is in neither A nor B.

The answer is not ‘never’ because if A C B or B C A then clearly AUB is a
subspace.

To show that A U B is a subspace only if one subspace contains the other,
we assume that A € B and B € A and prove that the union is not a subspace.
The assumption that A is not a subset of B means that there is an @ € A with
d ¢ B. The other assumption gives a b e B with b ¢ A. Consider d + b. Note
that sum is not an element of A or else (@ + b) — @ would be in A, which it is
not. Similarly the sum is not an element of B. Hence the sum is not an element
of A UB, and so the union is not a subspace.
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(c) Never. As A is a subspace it contains the zero vector and therefore the set that
is A’s complement, V — A, does not. Without the zero vector, the complement
cannot be a vector space.

Two.l.2.46 The span of a set does not depend on the enclosing space. A linear
combination of vectors from S gives the same sum whether we regard the operations
as those of W or as those of V, because the operations of W are inherited from V.

Two.l.2.47 1t is; apply Lemma 2.9. (You must consider the following. Suppose B is a
subspace of a vector space V and suppose A C B C V is a subspace. From which
space does A inherit its operations? The answer is that it doesn’t matter — A will
inherit the same operations in either case.)

Two.1.2.48  (a) Always; if S C T then a linear combination of elements of S is also a

linear combination of elements of T.

(b) Sometimes (more precisely, if and only f SC Tor T C S).

The answer is not ‘always’ as is shown by this example from R3

1 0 1 0
S :{ 0 ) 1 }) T :{ 0 ) 0 }
0 0 0 1
because of this.
1 1
1|1 €[SUT] 1] € ISIUIT]

1 1
The answer is not ‘never’ because if either set contains the other then equality
is clear. We can characterize equality as happening only when either set contains
the other by assuming S Z T (implying the existence of a vector § € S with §¢ T)
and T Z S (giving a t € T with t ¢ S), noting §+ t € [SUT], and showing that
S+t ISIUITI

(c) Sometimes.

Clearly [SNT] C [S]IN[T] because any linear combination of vectors from SNT
is a combination of vectors from S and also a combination of vectors from T.

Containment the other way does not always hold. For instance, in R?, take

RGN

so that [S] N [T] is the x-axis but [S N T] is the trivial subspace.
Characterizing exactly when equality holds is tough. Clearly equality holds if
either set contains the other, but that is not ‘only if’ by this example in R3.
1 0 1 0
S={|0]|,[1]} T={[0o],|0]|}
0 0 0 1
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(d) Never, as the span of the complement is a subspace, while the complement of
the span is not (it does not contain the zero vector).

Two.l.2.49 For this to happen, one of the conditions giving the sensibleness of the
addition and scalar multiplication operations must be violated. Consider R? with

)7 2)-6) ()0

The set R? is closed under these operations. But it is not a vector space.

()20

these operations.

Section ll: Linear Independence

Two.ll.1: Definition and Examples

Two.ll.1.21 For each of these, when the subset is independent you must prove it, and
when the subset is dependent you must give an example of a dependence.
(a) It is dependent. Considering

1 2 4 0
1| -3 +c2 2] +c3| 4] =10
5 4 14 0
gives this linear system.
c1+2c2+ 4e3=0
—3c14+2¢c2— 4¢c3=0
5¢1 +4cy 4+ 14c3 =0
Gauss’s Method
1T 2 410 1 2 410
—3 2 —4|o] Cetpr GMeres 14 g oglp
5 4 14|0) 0™ 00 0|0
yields a free variable, so there are infinitely many solutions. For an example of
a particular dependence we can set c3 to be, say, 1. Then we get c; = —1 and

C1 = —2.
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(b) It is dependent. The linear system that arises here

12 3]0 1 2 3o
7 7 710 ‘;‘Li"z 2R o 7 140
7 7 700) e 0 0 0 |0

has infinitely many solutions. We can get a particular solution by taking c3 to
be, say, 1, and back-substituting to get the resulting c, and c;.
(c) It is linearly independent. The system

0 110 -1 410

0 ofof PEEEE IR 1o 10

-1 410 0 010
has only the solution ¢; =0 and c; = 0. (We could also have gotten the answer
by inspection —the second vector is obviously not a multiple of the first, and
vice versa.)

(d) It is linearly dependent. The linear system

2 2 3 1210

2 0 5 1210

01 -4 =110
has more unknowns than equations, and so Gauss’s Method must end with at
least one variable free (there can’t be a contradictory equation because the system
is homogeneous, and so has at least the solution of all zeroes). To exhibit a
combination, we can do the reduction

9o 2 3 1200
Totee (VZeses g5 2 0 |0

0o 0 -3 —-110
and take, say, c4 = 1. Then we have that ¢c3 = —1/3, ¢c; = —1/3, and ¢ =
—31/27.

Two.l.1.22 In the cases of independence, you must prove that it is independent.
Otherwise, you must exhibit a dependence. (Here we give a specific dependence
but others are possible.)

(a) This set is independent. Setting up the relation cq (3 —x + 9x%) 4+ c2(5 — 6x +
3x?) 4+ c3(1 4+ 1x — 5x?) = 0 + Ox + 0x? gives a linear system

3 5 110 3 5 1 0
—1 =6 1 o !'eyrer ey U o134 o
9 3 —5|0) e 0 0 —128/13|0

with only one solution: ¢;1 =0, ¢c; =0, and c3 = 0.
(b) This set is independent. We can see this by inspection, straight from the
definition of linear independence. Obviously neither is a multiple of the other.
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(c) This set is linearly independent. The linear system reduces in this way

2 3 4]0 o 1 203 4 o
1 -1 00 ‘(7/2)—99“’2 SlReates g 5 2 o
7 2 —3|0) “U/Aertes 0 0 -51/5|0

to show that there is only the solution ¢y =0, ¢; =0, and ¢3 =0.
(d) This set is linearly dependent. The linear system

8§ 0 2 8|0

31 2 =210

322 510
must, after reduction, end with at least one variable free (there are more variables
than equations, and there is no possibility of a contradictory equation because
the system is homogeneous). We can take the free variables as parameters to
describe the solution set. We can then set the parameter to a nonzero value to
get a nontrivial linear relation.

Two.11.1.23  (a) The natural vector space is R3. Set up the equation

0 1 —1
Ol =c1 |2 +ca| 1
0 0 0
and consider the resulting homogeneous system.
1 —11]0 1 =110
2 1 o P lo 3 o0
0 010 0 010

This has the unique solution, that ¢; =0, ¢c; = 0. So it is linearly independent.

(b) The natural vector space is the set of three-wide row vectors. The equation
(000)=ci(1 3 1)4ca(=1 4 3)+c3(—1 11 7)

gives rise to a linear system

1 -1 —1]o0 1 -1 —1]o0
3 4 11 0| % lo 7 140
—p1+p3
1 3 710 0 4 8|0
. 1 -1 —1]o0
Wiestes o7 14 o

0 0 0|0

with infinitely many solutions, that is, more than just the trivial solution.
Cq —1
{2 =|-2]|c3lcs eR}
C3 1
So the set is linearly dependent. One dependence comes from setting c3 = 2,
giving ¢y = —2 and c; = —4.
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(c) Without having to set up a system we can see that the second element of the
set is a multiple of the first (namely, O times the first).

Two.ll.1.24 Let Z be the zero function Z(x) = 0, which is the additive identity in the
vector space under discussion.

(a) This set is linearly independent. Consider ¢ - f(x)+c2 - g(x) = Z(x). Plugging
in x =1 and x = 2 gives a linear system

cr-1+4 c-1=0
c1-2+c2-(1/2)=0

with the unique solution ¢y =0, c; =0.

(b) This set is linearly independent. Consider cq - f(x) + ¢z - g(x) = Z(x) and plug
in x =0 and x = 7t/2 to get

ci1-14¢c2-0=0
c1-0+c2-1=0

which obviously gives that ¢; =0, c; =0.

(c) This set is also linearly independent. Considering c; - f(x) + ¢z - g(x) = Z(x)
and plugginginx=Tand x=e

c1-e+c2-0=0
c1-e+cy-1=0
gives that ¢c; =0 and ¢, =0.
Two.l1.1.25 In each case, if the set is independent then you must prove that and if it
is dependent then you must exhibit a dependence.

(a) This set is dependent. The familiar relation sin?(x) + cos?(x) = 1 shows that
2=cy - (4sin®(x)) + c2 - (cos?(x)) is satisfied by ¢; = 1/2 and ¢, = 2.

(b) This set is independent. Consider the relationship ¢; - 14 ¢ - sin(x) + ¢3 -
sin(2x) = 0 (that ‘0’ is the zero function). Taking three suitable points such as
x =T, x =7/2, x = /4 gives a system

Cq =0
¢+ ) =0
c1+(vV2/2)ca+c3=0

whose only solution is ¢y =0, ¢ =0, and ¢3 = 0.

(c) By inspection, this set is independent. Any dependence cos(x) = ¢ - x is not
possible since the cosine function is not a multiple of the identity function (we
are applying Corollary 1.19).

(d) By inspection, we spot that there is a dependence. Because (14-x)% = x?>+2x+1,
we get that c; - (1 +x)? +c2 - (x? +2x) = 3 is satisfied by ¢; =3 and ¢, = —3.

(e) This set is dependent. The easiest way to see that is to recall the trigonometric
relationship cos?(x) — sin?(x) = cos(2x). (Remark. A person who doesn’t recall
this, and tries some x’s, simply never gets a system leading to a unique solution,
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and never gets to conclude that the set is independent. Of course, this person
might wonder if they simply never tried the right set of x’s, but a few tries will
lead most people to look instead for a dependence.)
(f) This set is dependent, because it contains the zero object in the vector space,
the zero polynomial.

Two.l1.1.26 No, that equation is not a linear relationship. In fact this set is indepen-
dent, as the system arising from taking x to be 0, 7t/6 and 7t/4 shows.

Two.l.1.27 No. Here are two members of the plane where the second is a multiple of
the first.

1 2
ol, o
0 0

(Another reason that the answer is “no” is the the zero vector is a member of the
plane and no set containing the zero vector is linearly independent.)

Two.l1.1.28 We have already showed this: the Linear Combination Lemma and its

corollary state that in an echelon form matrix, no nonzero row is a linear combination
of the others.

Two.11.L1.29  (a) Assume that {{, V, W} is linearly independent, so that any relation-
ship dott + 1V + dow = 0 leads to the conclusion that dy = 0, dy =0, and
d, =0.

Consider the relationship ¢ (@) + ¢2 (@ + V) + c3(@ + vV + w) = 0. Rewrite it
to get (c1 +c2+c3)i+ (c2+c3)V+ (c3)w = 0. Taking do to be ¢; + ¢2 4¢3,
taking d; to be c; + c¢3, and taking d, to be c3 we have this system.

c1+c2+c3=0
c>+c3=0
C3 = 0
Conclusion: the c’s are all zero, and so the set is linearly independent.
(b) The second set is dependent

—.

T-( @V +1- =W +1-(W—1) =0
whether or not the first set is independent.

Two.l.1.30  (a) A singleton set {V} is linearly independent if and only if V # 0.
For the ‘if’ direction, with Vv # 0, we can apply Lemma 1.5 by considering the
relationship ¢ -V = 0 and noting that the only solution is the trivial one: ¢ = 0.
For the ‘only if’ direction, just recall that Example 1.12 shows that {6 } is linearly
dependent, and so if the set {V} is linearly independent then Vv # 0.

(Remark. Another answer is to say that this is the special case of Lemma 1.15
where S = @.)



Answers to Ezercises 89

(b) A set with two elements is linearly independent if and only if neither member
is a multiple of the other (note that if one is the zero vector then it is a multiple
of the other). This is an equivalent statement: a set is linearly dependent if and
only if one element is a multiple of the other.

The proof is easy. A set {V1,V>} is linearly dependent if and only if there is a
relationship ¢1V7 + coV = 0 with either c; # 0 or ¢z # 0 (or both). That holds
if and only if V4 = (—c2/c1)V2 or V2 = (—c1/c2)V1 (or both).

Two.ll.1.31 This set is linearly dependent set because it contains the zero vector.

Two.l1.1.32 Lemma 1.20 gives the ‘if’ half. The converse (the ‘only if’ statement)
does not hold. An example is to consider the vector space R? and these vectors.

0T

Two.ll.1.33  (a) The linear system arising from

1 —1 0
ci|1])4+c2] 2 |=]0
0 0 0
has the unique solution ¢c; =0 and c; =0.
(b) The linear system arising from
1 —1 3
ci |1 4+c2|l 2 |=12
0 0 0

has the unique solution ¢y =8/3 and ¢, = —1/3.
(c) Suppose that S is linearly independent. Suppose that we have both v =
151+ -+ cnSn and V= dyt; + - -+ dyntm (Where the vectors are members of
S). Now,

151+ FenSn=V=dit] +--- + dmtm
can be rewritten in this way.

C187 +"'+Cn§n*d1€1 *"'*dm{’m:(_)'
Possibly some of the §’s equal some of the t’s; we can combine the associated
coefficients (i.e., if §; = ‘fj then ---+c¢iSi+---— djfj — .-+ can be rewritten as
-+ 4+ (cy —dj)5i +---). That equation is a linear relationship among distinct
(after the combining is done) members of the set S. We’ve assumed that S is
linearly independent, so all of the coefficients are zero. If i is such that s} does
not equal any ’E}- then c; is zero. If j is such that ‘E']- does not equal any §; then d;
is zero. In the final case, we have that c; — d; =0 and so ¢; = d;.

Therefore, the original two sums are the same, except perhaps for some 0 - §}

or 0- fj terms that we can neglect.
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(d) This set is not linearly independent:

e

and these two linear combinations give the same result

0 1 2 1 2
o) =2 (0)-1- () =+ () =)
Thus, a linearly dependent set might have indistinct sums.

In fact, this stronger statement holds: if a set is linearly dependent then it
must have the property that there are two distinct linear combinations that sum
to the same vector. Briefly, where ¢157 + - - - 4+ cn8n = O then multiplying both
sides of the relationship by two gives another relationship. If the first relationship
is nontrivial then the second is also.

Two.ll.1.34 In this ‘if and only if’ statement, the ‘if’ half is clear —if the polynomial is
the zero polynomial then the function that arises from the action of the polynomial
must be the zero function x — 0. For ‘only if’ we write p(x) = cnx™ + -+ + co.
Plugging in zero p(0) = 0 gives that ¢y = 0. Taking the derivative and plugging in
zero p’(0) = 0 gives that ¢; = 0. Similarly we get that each c; is zero, and p is the
zero polynomial.

Two.l1.1.35 The work in this section suggests that we should define an n-dimensional
non-degenerate linear surface as the span of a linearly independent set of n vectors.

Two.ll.1.36  (a) For any a1, ..., a4,

e )6
azi az2 az ;s az,4 0

yields a linear system

ai,1c1 +ay2¢2 +ay3c3+ay a4 = 0

az ¢y +az ¢y +az3cs +azacs =0
that has infinitely many solutions (Gauss’s Method leaves at least two variables
free). Hence there are nontrivial linear relationships among the given members
of R?.
(b) Any set five vectors is a superset of a set of four vectors, and so is linearly
dependent.

With three vectors from R?, the argument from the prior item still applies,
with the slight change that Gauss’s Method now only leaves at least one variable
free (but that still gives infinitely many solutions).

(c) The prior item shows that no three-element subset of R? is independent. We
know that there are two-element subsets of R? that are independent — one is

oK}
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and so the answer is two.
Two.l1.1.37 Yes; here is one.
1 0 0
{ O ) 1 ) O )
0 0 1 1
Two.l1.1.38 Yes. Fix any vector space V, and let S be a linearly dependent subset
of V. For a subset of S that is dependent we can take S itself. For a subset of S
that is independent we can take the empty set.

1
T}

Two.11.1.39 In R* the biggest linearly independent set has four vectors. There are
many examples of such sets, this is one.

1 0 0 0
0 1 0 0
{ O ) 0 b -I Y 0 }
0 0 0 1
To see that no set with five or more vectors can be independent, set up

a1 a2 ars a4 ais 0
c1 42,1 +c2 42,2 +c3 2,3 +ca 42,4 +cs5 925 _ 0
as,1 as; asz as 4 as;s 0
as, as2 as 3 Q4,4 as s 0

and note that the resulting linear system
ap,1¢1 +ap2¢2 +ag,3¢3 +ayacqg +ay 5C5 = 0
az,1€1 +az 202 +az3C3 +az4Cq + az5C5 = 0
asz,1cy + as2c2 +az 3c3 +as 4c4 + azs5cs5 =0
a4,1€C1 + a4,2C + a4,3C3 + A4,4C4 + a4, 5¢5 =0
has four equations and five unknowns, so Gauss’s Method must end with at least
one c variable free, so there are infinitely many solutions, and so the above linear
relationship among the four-tall vectors has more solutions than just the trivial
solution.
The smallest linearly independent set is the empty set.
The biggest linearly dependent set is R*. The smallest is {0}.

Two.ll.1.40  (a) The intersection of two linearly independent sets S N T must be
linearly independent as it is a subset of the linearly independent set S (as well as
the linearly independent set T also, of course).

(b) The complement of a linearly independent set is linearly dependent as it
contains the zero vector.
(c) A simple example in R? is these two sets.

SO}
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A somewhat subtler example, again in R?, is these two.

NN}

(d) We must produce an example. One, in R?, is

ey

since the linear dependence of S; U S; is easy to see.

Two.ll.1.41  (a) Lemma 1.5 requires that the vectors 57, ..., 8y, t1,.. ., t; be distinct.

But we could have that the union S U T is linearly independent with some s}
equal to some ’E'j.
(b) One example in R? is these two.

SORCL!

(c) An example from R? is these sets.

O 00

(d) The union of two linearly independent sets SUT is linearly independent if and
only if their spans of S and T—(SNT) have a trivial intersection [S]N[T—(SNT)] =
{0}. To prove that, assume that S and T are linearly independent subsets of some
vector space.

For the ‘only if’ direction, assume that the intersection of the spans is trivial
[SIN[T—(SNT)] ={0}. Consider the set SU (T —(SNT)) =SUT and consider
the linear relationship ¢187 + - 4+ cnSn + dit1 + -+ + dimtm = 0. Subtracting
gives €187 + -+ cnSn = —dit; — - — ditm. The left side of that equation
sums to a vector in [S], and the right side is a vector in [T — (SN T)]. Therefore,
since the intersection of the spans is trivial, both sides equal the zero vector.
Because S is linearly independent, all of the c’s are zero. Because T is linearly
independent so also is T — (SN T) linearly independent, and therefore all of the
d’s are zero. Thus, the original linear relationship among members of S U T only
holds if all of the coefficients are zero. Hence, S U T is linearly independent.

For the ‘if’ half we can make the same argument in reverse. Suppose that
the union SUT is linearly independent. Consider a linear relationship among
members of S and T— (SN T). ¢157 + -+ cnSn +dit] +--- + dmtm = 0 Note
that no s is equal to a ’E} so that is a combination of distinct vectors, as required

by Lemma 1.5. So the only solution is the trivial one ¢c; =0, ..., d,,, = 0. Since
any vector V in the intersection of the spans [S]N [T — (SN T)] we can write
V=1ci181 4+ +cnSn = —dit; — - — dmtm, and it must be the zero vector

because each scalar is zero.
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Two.1l.1.42  (a) We do induction on the number of vectors in the finite set S.

The base case is that S has no elements. In this case S is linearly independent
and there is nothing to check—a subset of S that has the same span as Sis S
itself.

For the inductive step assume that the theorem is true for all sets of size
n=0,n=1,..., n=Xkin order to prove that it holds when S has n =k + 1
elements. If the k + 1-element set S = {5,..., 5k} is linearly independent then
the theorem is trivial, so assume that it is dependent. By Corollary 1.19 there is
an S; that is a linear combination of other vectors in S. Define S; =S —{§;} and
note that S; has the same span as S by Corollary 1.3. The set S; has k elements
and so the inductive hypothesis applies to give that it has a linearly independent
subset with the same span. That subset of S; is the desired subset of S.

(b) Here is a sketch of the argument. We have left out the induction argument
details.

If the finite set S is empty then there is nothing to prove. If S = {6 } then the
empty subset will do.

Otherwise, take some nonzero vector §7 € S and define S; = {87 }. If [S] = [S]
then we are finished with this proof by noting that S; is linearly independent.

If not, then there is a nonzero vector s> € S — [S1] (if every S € S is in [S4]
then [S1] = [S]). Define S; = S;U{s2}. If [S2] = [S] then we are finished by using
Theorem 1.19 to show that S, is linearly independent.

Repeat the last paragraph until a set with a big enough span appears. That
must eventually happen because S is finite, and [S] will be reached at worst when
we have used every vector from S.

Two.ll.1.43  (a) Assuming first that a # 0,
[9) & by (0
¢) "Y\a) "o

ax+by:0 —(c/a]_p>1+p2 ax + by =0
cx+dy=0 (—(c/a)b+d)y=0

which has a solution if and only if 0 # —(c/a)b+ d = (—cb + ad)/d (we've
assumed in this case that a # 0, and so back substitution yields a unique solution).

gives

The a = 0 case is also not hard —break it into the ¢ £ 0 and ¢ = 0 subcases
and note that in these cases ad —bc =0-d — bc.

Comment. An earlier exercise showed that a two-vector set is linearly
dependent if and only if either vector is a scalar multiple of the other. We could
also use that to make the calculation.
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(b) The equation

a b c 0
cild|+c2le]l+ces|f| =10
g h i 0

expresses a homogeneous linear system. We proceed by writing it in matrix form
and applying Gauss’s Method.

We first reduce the matrix to upper-triangular. Assume that a # 0. With
that, we can clear down the first column.

: 1 b/a c/a|0 1 b/a c/a 0
(aer 4 ¢ f |0 :d%zz 0 (ae—bd)/a (af—cd)/a |0
g h i 10 e 0 (ah—bg)/a (ai—cg)/a |0

Then we get a 1 in the second row, second column entry. (Assuming for the
moment that ae — bd # 0, in order to do the row reduction step.)

1 b/a c/a 0

0 1 (af —cd)/(ae—bd) | O

0 (ah—bg)/a (ai—cg)/a 0

Then, under the assumptions, we perform the row operation ((ah—bg)/a)p2+p3

(a/(ae—bd))p2
—

to get this.

1 b/a c/a 0

0 1 (af —cd)/(ae —bd) 0

0 0 (aei+bgf+cdh—hfa—idb—gec)/(ae—bd) |0
Therefore, the original system is nonsingular if and only if the above 3,3 entry
is nonzero (this fraction is defined because of the ae — bd # 0 assumption). It
equals zero if and only if the numerator is zero.

We next worry about the assumptions. First, if a # 0 but ae — bd = 0 then

We swap

1 b/a c/a 0
0 0 (af —cd)/a | 0
0 (ah—bg)/a (ai—cg)/a |0

1 b/a c/a 0

P2ps 0 (ah—bg)/a (ai—cg)/a |0

0 0 (af —cd)/a | 0

and conclude that the system is nonsingular if and only if either ah —bg = 0 or
af —cd = 0. That’s the same as asking that their product be zero:
ahaf — ahcd — bgaf + bged =0
ahaf — ahcd — bgaf + aegc =0
a(haf —hcd —bgf +egc) =0
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(in going from the first line to the second we’ve applied the case assumption that
ae — bd = 0 by substituting ae for bd). Since we are assuming that a # 0, we
have that haf — hcd — bgf + egc = 0. With ae — bd = 0 we can rewrite this to
fit the form we need: in this a # 0 and ae — bd = 0 case, the given system is
nonsingular when haf — hcd — bgf + egc —i(ae — bd) = 0, as required.

The remaining cases have the same character. Do the a =0 but d # 0 case
and the a =0 and d = 0 but g # 0 case by first swapping rows and then going
on as above. The a =0, d =0, and g = 0 case is easy—a set with a zero vector
is linearly dependent, and the formula comes out to equal zero.

(c) It is linearly dependent if and only if either vector is a multiple of the other.
That is, it is not independent iff

a b b a
d|l=7-]e or e|l=s-1d
g h h g

(or both) for some scalars v and s. Eliminating r and s in order to restate this
condition only in terms of the given letters a, b, d, e, g, h, we have that it is
not independent —it is dependent —iff ae — bd = ah — gb = dh — ge.

(d) Dependence or independence is a function of the indices, so there is indeed a
formula (although at first glance a person might think the formula involves cases:
“if the first component of the first vector is zero then ...”, this guess turns out
not to be correct).

Two.ll.1.44 Recall that two vectors from R™ are perpendicular if and only if their
dot product is zero.

(a) Assume that vV and w are perpendicular nonzero vectors in R™, with n > 1.
With the linear relationship ¢V 4 dw = 0, apply V to both sides to conclude that
¢ |V||? +d-0=0. Because ¥ # 0 we have that ¢ = 0. A similar application of
w shows that d = 0.

(b) Two vectors in R' are perpendicular if and only if at least one of them is zero.

We define R° to be a trivial space, and so both ¥ and W are the zero vector.

(c) The right generalization is to look at a set {V1,...,V,} C R¥ of vectors that
are mutually orthogonal (also called pairwise perpendicular): if 1 # j then V; is
perpendicular to V;. Mimicking the proof of the first item above shows that such
a set of nonzero vectors is linearly independent.

Two.ll.1.45  (a) This check is routine.
(b) The summation is infinite (has infinitely many summands). The definition of
linear combination involves only finite sums.
(c) No nontrivial finite sum of members of {g, fo,f1,...} adds to the zero ob-
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ject: assume that
co-(1/(T—x))+cy-T4+--4+cn-x"=0
(any finite sum uses a highest power, here n). Multiply both sides by 1 —x to
conclude that each coefficient is zero, because a polynomial describes the zero
function only when it is the zero polynomial.
Two.ll.1.46 It is both ‘if’ and ‘only if’.

Let T be a subset of the subspace S of the vector space V. The assertion that
any linear relationship c¢1t; + -+ + cntn = 0 among members of T must be the
trivial relationship ¢; =0, ..., ¢, =0 is a statement that holds in S if and only if
it holds in V, because the subspace S inherits its addition and scalar multiplication
operations from V.

Section lll: Basis and Dimension

Two.lll.1: Basis

Two.l11.1.20 (@) This is a basis for P,. To show that it spans the space we consider
a generic ax? + ajx + ap € P, and look for scalars c1,c2,¢3 € R such that
ax?+ax+ag=cy- (x> —=x+1)4+cz-(2x+ 1) +c3(2x — 1). The resulting
linear system is this.

Cq =daz Cq =daz
2¢co +2¢3 = (=1/2)pg+es 2co+ 2¢3=ay
C2— C3=0Qp —2632610—(1/2)(11
Thus, given any triple of ai’s, we can compute the c;’s as ¢; = a2, ¢ =

(1/4)a; 4+ (1/2)agp, and c3 = (1/4)a; — (1/2)ag. Therefore each element of P, is
a combination of the given x> —x 4+ 1, 2x + 1, and 2x — 1.

To prove that the set of the given three is linearly independent we can set up
the equation O0x? +0x +0 =cy- (x> —=x+1)+c2-(2x+ 1) +c3(2x —1) and solve,
and it will give that ¢; =0, c; =0, and c3 = 0. Or, we can instead observe that
the solution in the prior paragraph is unique, and cite Theorem 1.12.

(b) This is not a basis. It does not span the space since no combination of the
two ¢ - (x +x%) + ¢z - (x — x?) will sum to the polynomial 3 € P,.
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Two.l11.1.21 By Theorem 1.12, each is a basis if and only if we can express each vector
in the space in a unique way as a linear combination of the given vectors.
(a) Yes this is a basis. The relation

1 3 0 X
c1 |2 +c2|2]+c3|0] =1y
3 1 1 z
gives
b3 0gx —2p1+p2 —2p2+p3 1 3 0)x
2 2 0y 73:#3 — 0 4 0| —2x+y
31 1|z 0 0 T|x—2y+z
which has the unique solution ¢3 = x — 2y + z, ¢c2 = x/2 —y/4, and ¢; =
—x/2+ 3y/4.
(b) This is not a basis. Setting it up as in the prior item
1 3 X
ci |2 +c2|2] =1y
3 1 z
gives a linear system whose solution
1T 3|x 1T 3 |x
2 2|y :i%zz e g 4| 2x oty
3 1|z ) 0 0 | x—2y+z

is possible if and only if the three-tall vector’s components x, y, and z satisfy
X — 2y + z = 0. For instance, we can find the coefficients ¢; and ¢, that work
when x =1,y = 1, and z = 1. However, there are no c’s that work for x =1,
y =1, and z = 2. Thus this is not a basis; it does not span the space.

(c) Yes, this is a basis. Setting up the relationship leads to this reduction

0 1 2|x 5 s -1 1 0 |z
2 1 5]y Pigs pi;‘?z —( /ﬂ)ﬁ-m 0 3 5 y+2z
-1 1 0]z 0 0 1/3|x—y/3—2z/3

which has a unique solution for each triple of components x, y, and z.
(d) No, this is not a basis. The reduction

0 1 1]x 5 : -1 1 0]z
201 3|y | Puepe Zertpr (IERtes |53 3]y 40,
-1 1 0|z 0 0 0|x—y/3—2z/3

which does not have a solution for each triple x, y, and z. Instead, the span of
the given set includes only those three-tall vectors where x =y/3 + 2z/3.

Two.l11.1.22  (a) We solve
o) re() =
)Tl ) T2
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AR AR AN N
112 0 2|1

and conclude that ¢ = 1/2 and so ¢y = 3/2. Thus, the representation is this.

1\, (32
o= (13),

(b) The relationship cq-(1)+ca-(14x)4c3-(1+x4+x2)+cq-(14x+x2+x3) = x2+x3

with

is easily solved by eye to give that ¢4 =1,¢c3=0,c; =—1, and ¢y =0.
0
2.,.3 —1
Repp (x~ +x°) = 0
LS
0 0
—1 —1
R =
(c) ep£4( 0 ) 0

Two.ll1.1.23 Solving

givescy =2and c; = 1.

Similarly, solving

gives this.

i (3)-(3
B2

Two.lll.1.24 A natural basis is (1,x,x?). There are bases for P, that do not contain
any polynomials of degree one or degree zero. One is (1 +x +x?,x +x?,x?). (Every
basis has at least one polynomial of degree two, though.)

Two.lll.1.25 The reduction

14 3 1[0\ 204, (1 —4 3 110
2 -8 6 -2|0 0 0 0 0|0
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gives that the only condition is that x; = 4x, — 3x3 + x4. The solution set is

dxy — 3x3 + Xa

X
{ 2 | x2,X3,%4 € R}
X3
X4
4 -3 1
1 0 0
={x2 +x3 +x4 | x2,%3,%4 € R}
0 1 0
0 0 1
and so the obvious candidate for the basis is this.
4 -3 1
1 0 0
< O Y -] ) O >
0 0 1

We’ve shown that this spans the space, and showing it is also linearly independent
is routine.

Two.ll1.1.26 There are many bases. This is a natural one.

(666 9)-( 5o 3)

Two.ll1.1.27 For each item, many answers are possible.
(a) One way to proceed is to parametrize by expressing the a; as a combination of
the other two a, = 2a; + ap. Then arx? + ajx + ap is (2a; + ao)x? + arx + ao
and

{2ay + ag)x? + arx +ap | ar,ap € R}
={a; - (2x*+x)+ao- (x> +1)|ar,ap € R}
suggests (2x% + x,x? + 1). This only shows that it spans, but checking that it is
linearly independent is routine.
(b) Parametrize {(a b ¢)|a+b =0} to get {(—b b ¢)|b,c € R}, which sug-
gests using the sequence ((—1 1 0),(0 0 1)). We've shown that it spans, and

checking that it is linearly independent is easy.
(c) Rewriting

{((‘)‘ ;))Ia,beR}_{w(:) 8>+b-<g ;>a,beR}

suggests this for the basis.
10 0 1
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Two.ll1.1.28  (a) Parametrize a—2b+c—d=0asa=2b—c+d,b=b,c=c,
and d = d to get this description of M as the span of a set of three vectors.

M={2+x)-b+(=T+x*)-c+(1+x3)-d|b,c,d e R}

To show that this three-vector set is a basis, what remains is to verify that it is
linearly independent.

0+0x+0x2+0x>=(24x)-c1+(—=T+x*)-ca+ (1+x3)-c3
From the x terms we see that ¢; = 0. From the xZ terms we see that ¢; = 0. The
x3 terms give that c3 = 0.
(b) First parametrize the description (note that the fact that b and d are not

mentioned in the description of W does not mean they are zero or absent, it
means that they are unrestricted).

01 10 00
W={<O 0>~b+<1 o)'”(o 1)~db,c,deIR<}

That gives W as the span of a three element set. We will be done if we show that
the set is linearly independent.

0 0\ _f(o 1y . (roy . (o0
0o 0of oo 9 \1 o) 2" \0o 1] ®

Using the upper right entries we see that c; = 0. The upper left entries give that
c¢2 =0, and the lower left entries show that c3 = 0.

Two.l11.1.29 We will show that the second is a basis; the first is similar. We will show
this straight from the definition of a basis, because this example appears before
Theorem 1.12.

To see that it is linearly independent, we set up cq - (cos® —sin0)+c,-(2cos 0+
3sin0) = 0cosB + 0sin 0. Taking O =0 and 0 = 7t/2 gives this system

c1-14+¢c2-2=0 p1+p2 C1 +2c2=0
c1-(=1)+¢c2-3=0 +5¢c,=0
which shows that ¢y =0 and ¢, = 0.
The calculation for span is also easy; for any x,y € R, we have that ¢; - (cos 0 —
sin®) +c2 - (2cos®+3sin6) = xcosO + ysin O gives that c; = x/5+y/5 and that

c1 = 3x/5—2y/5, and so the span is the entire space.

Two.l11.1.30  (a) Asking which ap + a;x + a>x? can be expressed as cq - (1 +x) +
¢z - (1 + 2x) gives rise to three linear equations, describing the coefficients of x?,
x, and the constants.
c1+ c2=ap
c1+2c=aq
0= ap
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Gauss’s Method with back-substitution shows, provided that a, = 0, that
c2 =—ap+aj and ¢ = 2ap — a;. Thus, with a, = 0, we can compute appropri-
ate ¢y and ¢, for any ap and a;. So the span is the entire set of linear polynomials
{aog + ajx | ap, a; € R}. Parametrizing that set {ag -1+ aj - x| ap, a7 € R} sug-
gests a basis (1,x) (we've shown that it spans; checking linear independence is
easy).
(b) With

ao+arx+ax? =cy-(2—2x)+c2- (3+4x%) = (2c1 4 3c2) + (—2¢1)x + (4c2)x?

we get this system.

2c1 +3co=qagp "3 2¢c1 +3co=qp
—2¢; =aq pﬂ‘;z - /ﬁ)z-‘-ﬂa 3co =ap + aq
dcr; = ay 0=(—4/3)ap — (4/3)a; + ay

Thus, the only quadratic polynomials ag + aix + a;x? with associated c’s are
the ones such that 0 = (—4/3)ap — (4/3)a; + a,. Hence the span is this.

{(—a1 + (3/4)az) + arx + ax? | a7, a2 € R}
Parametrizing gives {a; - (=14 %)+ as - ((3/4) +x?) | a1, a, € R}, which sug-
gests (—1+x,(3/4) +x?) (checking that it is linearly independent is routine).

Two.lll.1.31  (a) The subspace is this.
{ap + a1x + axx? + azx® | ap + 7a; +49a, + 343a3 =0}
Rewriting ap = —7a; —4%9a,; — 343a;3 gives this.
{(=7a7 —49a; — 343a3) + a;x + (lzX2 + (13,X3 | a1, az,a3 € R}

On breaking out the parameters, this suggests (—7 + x, —49 + x?, —343 + x3) for
the basis (it is easily verified).
(b) The given subspace is the collection of cubics p(x) = ap + arx + axx? + azx

such that ap+7a7 +4%9a; +343a3 =0 and ap+5a7 +25a; +125a3 = 0. Gauss’s
Method

ao+7a1 +49a; +343a3 =0 —pi+p> ao+ 7a;+4%9a; +343a3 =0

ao +5a7 +25a; + 125a3 =0 —2a7 —24a; —218a3 =0
gives that a7 = —12a; — 109a3 and that agp = 35a; +420a3. Rewriting (35a; +
420a3)+(—12a,—109a3)x+ax>+azx3 as ay-(35—12x+x%)+az- (420—109x+x3)
suggests this for a basis (35 — 12x + x?,420 — 109x + x3). The above shows that
it spans the space. Checking it is linearly independent is routine. (Comment. A
worthwhile check is to verify that both polynomials in the basis have both seven

3

and five as roots.)
(c) Here there are three conditions on the cubics, that ap+7a; +49a;+343a; =0,
that ap +5a7 +25a, +125a3 = 0, and that ap +3a; + 2a; +27a3 = 0. Gauss'’s
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Method

ao+7a7 +49a3 +343a3 =0 a0+ 7a3+4%9a; +343a3 =0
o +5a1 +25a; + 12503 =0  21he2 ~2P2ies ~2a; — 24a; —218a; =0
G +3a1 + 94+ 27az=0 8ay +120a; =0
yields the single free variable a3, with a, = —15a3, a; = 71az, and ap = —105as.

The parametrization is this.
{(=105a3) + (71a3)x + (—15a3)x? + (a3)x® | az € R}
={az - (—105+71x — 15x* + x*) | a3 € R}

Therefore, a natural candidate for the basis is (—105 + 71x — 15x? +x3). It spans
the space by the work above. It is clearly linearly independent because it is a
one-element set (with that single element not the zero object of the space). Thus,
any cubic through the three points (7,0), (5,0), and (3,0) is a multiple of this
one. (Comment. As in the prior question, a worthwhile check is to verify that
plugging seven, five, and three into this polynomial yields zero each time.)

(d) This is the trivial subspace of P3. Thus, the basis is empty ().

Remark. Alternatively, we could have derived the polynomial in the third item by
multiplying out (x —7)(x —5)(x — 3).

Two.ll1.1.32 Yes. Linear independence and span are unchanged by reordering.

Two.l11.1.33 No linearly independent set contains a zero vector.

Two.lll.1.34  (a) To show that it is linearly independent, note that if d;(ci1B1) +
da(c2B2) + ds(c3B3) = O then (dycy)By + (dac2)B2 + (dsc3)B3 = 0, which in
turn implies that each dic; is zero. But with c¢; # 0 that means that each d; is
zero. Showing that it spans the space is much the same; because <ﬁ1 , ﬁz, 63) is
a basis, and so spans the space, we can for any Vv write v = d; ﬁ1 + d2f2 + ds3Bs,
and then v = (d1 /c1)(c1B1) + (d2/c2)(c2B2) + (d3/c3)(c3P3).

If any of the scalars are zero then the result is not a basis, because it is not
linearly independent.

(b) Showing that (261, B1 + B2, 1 + B3) is linearly independent is easy. To
show that it spans the space, assume that v = d; 31 + d2f2 + d3f3. Then, we
can represent the same V with respect to <2f§1» §1 + BZ» 61 + 63> in this way
V= (1/2)(d1 — d> — d3)(2B1) + d2(B1 + B2) + d3(B1 + B3).

Two.ll1.1.35 Each forms a linearly independent set if we omit V. To preserve linear
independence, we must expand the span of each. That is, we must determine the
span of each (leaving V out), and then pick a V lying outside of that span. Then to
finish, we must check that the result spans the entire given space. Those checks are
routine.

(a) Any vector that is not a multiple of the given one, that is, any vector that is
not on the line y = x will do here. One is V = €.
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(b) By inspection, we notice that the vector €3 is not in the span of the set of the
two given vectors. The check that the resulting set is a basis for R3 is routine.
(c) For any member of the span {c; - (x) + ¢z - (1 +x?) | c1,c2 € R}, the coefficient
of x? equals the constant term. So we expand the span if we add a quadratic
without this property, say, v = 1 — x?. The check that the result is a basis for P,
is easy.

Two.ll1.1.36 (@) 1-(2+4x%) —3-(1+3x?) +1-(1+5x%) =0+ 0x + 0x?
(b) Simple calculation gives this.

1 1/2 1/2
Repg(2+4x?) = | 1 Repg(1+3x?) = |1/2| Repg(1+5x%)=|1/2
4 3 5
(c) The check is straightforward.
1 1/2 12 0
T- 11 =3-[1/2]+1-]1/2|=|0
4 3 5 0

Two.l11.1.37 To show that each scalar is zero, simply subtract c11 + -+ + cxPx —
Ck+1 B'kﬂ — - —Cn En = 0. The obvious generalization is that in any equation
involving only the 6 ’s, and in which each {§ appears only once, each scalar is zero.
For instance, an equation with a combination of the even-indexed basis vectors (i.e.,
ﬁz, ﬁ4, etc.) on the right and the odd-indexed basis vectors on the left also gives
the conclusion that all of the coefficients are zero.

Two.l11.1.38 No; no linearly independent set contains the zero vector.

Two.ll1.1.39 Here is a subset of R? that is not a basis, and two different linear
combinations of its elements that sum to the same vector.

R ROR

Thus, when a subset is not a basis, it can be the case that its linear combinations
are not unique.

But just because a subset is not a basis does not imply that its combinations
must be not unique. For instance, this set

{@}
()

implies that ¢c; = ¢2. The idea here is that this subset fails to be a basis because it
fails to span the space; the proof of the theorem establishes that linear combinations

does have the property that

are unique if and only if the subset is linearly independent.
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Two.ll1.1.40  (a) Describing the vector space as

a b
{(b C) la,b,c € R)
suggests this for a basis.

( 10 00 0 1 )
0 o/’\0o 1)’\1 0
Verification is easy.

(b) This is one possible basis.

1.0 0 0 00 0 0 0 010 0 0 1 0 0 0
(o 0o of,{0 1 0],{0 O O),|T O O,]0 O Of,[0 O 1
0 00 000 0 0 1 0 00 100 010

(c) As in the prior two questions, we can form a basis from two kinds of matrices.
First are the matrices with a single one on the diagonal and all other entries
zero (there are n of those matrices). Second are the matrices with two opposed
off-diagonal entries are ones and all other entries are zeros. (That is, all entries
in M are zero except that m; ; and m;; are one.)

Two.lll.1.41  (a) Any four vectors from R3 are linearly related because the vector

equation
X1 X2 X3 X4 0
cilyr | +ec2|lyz | +e3|ys| +calya| =10
Z1 V%) Z3 Z4 0

gives rise to a linear system

X1€1 + X202 + x3¢3 + x4¢4 =0

Yi1C1 +Y2C2 +Y3C3 +YgCq = 0

z1C1 + z2¢2 + z3¢3 + 24¢4 =0
that is homogeneous (and so has a solution) and has four unknowns but only
three equations, and therefore has nontrivial solutions. (Of course, this argument
applies to any subset of R3 with four or more vectors.)

(b) We shall do just the two-vector case. Given x1, ..., z2,
X1 X2
S={{yr ]| |vz2 ]!}
Z1 V%)

to decide which vectors
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are in the span of S, set up

X1 X2 X
Cilyr|+c2|lyz2] =1y
Z1 V) z

and row reduce the resulting system.

X1C1 + X2C2 =X

Yici +Yyzc2 =Yy

Z1C1 + 22C2 =2z
There are two variables ¢y and c, but three equations, so when Gauss’s Method
finishes, on the bottom row there will be some relationship of the form 0 =
mix + myy + m3z. Hence, vectors in the span of the two-element set S must
satisfy some restriction. Hence the span is not all of R3.

Two.ll1.1.42 'We have (using these oddball operations with care)

1—y—z —y+1 —z+1
{ y lyze R} ={| vy + 0 ly,z € R}
z 0 z
0 0
={y-|1]|+z-|0]ly,zeR}
0 1

and so a natural candidate for a basis is this.
0 0

(qry.fop
0 1

To check linear independence we set up
0

0
|1l 4+c2|0] =
0 1

oS O =

(the vector on the right is the zero object in this space). That yields the linear
system
(—cr+ 1)+ (—c2+1)—-1=1
C1 =0
C2 =0

with only the solution ¢; =0 and c; = 0. Checking the span is similar.
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Two.lll.2: Dimension

Two.ll1.2.15 One basis is (1,x,x?), and so the dimension is three.

Two.ll1.2.16 The solution set is

dxy — 3x3 + X4

X
{ 2 |X2,X3,X4 ER}
X3
X4
so a natural basis is this
4 -3 1
1 0 0
< O ) -] ) 0 >
0 0 1

(checking linear independence is easy). Thus the dimension is three.

Two.ll11.2.17  (a) Parametrize to get this description of the space.

w—z 0 —1 1
y | |7 0 0

{ z - 0 y+ 1 z+ 0 le)Z)WER}
0 0 1

That gives the space as the span of the three-vector set. To show the three vector
set makes a basis we check that it is linearly independent.

0 0 —1 1
0 1 0 0
0 = 0 c1+ 1 c2+ 0 C3
0 0 0 1

The second components give that ¢c; = 0, and the third and fourth components
give that ¢ =0 and c¢3 = 0. So one basis is this.

0 —1
1
< O )
0

The dimension is the number of vectors in a basis: 3.
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(b) The natural parametrization is this.

a 0 0 00
0 b 0 00
{0 0 ¢c 0 0]/la,...,eeR}
0 0 0d O
0 0 0 0 e
100 00 00 0 00
00 000 010 00
{fo o 0 0 0l-a+]0 0 0 0 Of-b+---|a,...,eeR}
0 0 0 00 0 0000
00 0 0 O 0 0 0 0 O

Checking that the five-element set is linearly independent is trivial. So this is a
basis; the dimension is 5.

1.0 0 0O 00 000 00 0 00
00 000 010 00 000 00
(o o 0 0 0,]0O 0 0O Of,...,]0 O 0 0 O})
00 000 00000 000 00
00 000 00000 0 0 0 0 1

o e restrictions form a two-equations, four-unknowns linear system. Parametriz-
Th tricti f t ti f k li t P tri
ing that system to express the leading variables in terms of those that are free
gives ap = —aj, a; = aj, az = 2az, and a3 = as.
{—ay + arx +2a3x? + azx® | ar, a3 € R}
={(—=1+x) a1+ (2x* +x*) - a3 | ar, a3 € R}

That description shows that the space is the span of the two-element set
{—1 +x,x?> +x3}. We will be done if we show the set is linearly independent.
This relationship

04+0x+0x2+0x3 = (=14x)-c14+ (2% +x3) - ¢z

gives that ¢; = 0 from the constant terms, and c, = 0 from the cubic terms. One
basis for the space is (—1 + x,2x? +x3). This is a two-dimensional space.

Two.l11.2.18 For this space

a b
{(C d>|a,b,c,deR}

10 0 0
= . — . R
{a (O O) +---+d (O 1) | a,b,c,d € R}
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this is a natural basis.
( 1 0 0 1 0 0 0 0 >
0 o/’\0 o/’\1 0o/’\0 1
The dimension is four.

Two.l11.2.19  (a) As in the prior exercise, the space My, of matrices without restric-

tion has this basis
( 1 0 0 1 0 0 0 0 )
0 o/)’\0 o/)’\1 o/’\0 1

and so the dimension is four.
(b) For this space

{<a b) |a=b—2cand d € R}
c d

—{b-(é ;>+c-<_12 g>+d~(8 ?)Ib,c,deR}
this is a natural basis.
1 1 -2 0 0 0
(6 o) (70 0)

(c) Gauss’s Method applied to the two-equation linear system gives that ¢ =0
and that a = —b. Thus, we have this description

b b -1 1 00
{(O d)lb,deR}:{b~<o O)+d~<0 1>|b,deR}

and so this is a natural basis.
-1 1 0 0
(3 8)- 0 9)

Two.ll1.2.20 We cannot simply count the parameters. That is, the answer is not 3.

The dimension is three.

The dimension is two.

Instead, observe that we can express every member ( ) € R? in the form

X
y
x\ [a+b
y) \a+c
with the choice of a =0, b = x, and ¢ =y (other choices are possible). So S is the
set S = R2. It has dimension 2.
Two.l11.2.21 The bases for these spaces are developed in the answer set of the prior
subsection.
(a) One basis is (—7 +x, —49 +x?,—343 4+ x3). The dimension is three.
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(b) One basis is (35 — 12x + x?,420 — 109x + x3) so the dimension is two.

(c) A basis is {—105+ 71x — 15x? + x>}. The dimension is one.

(d) This is the trivial subspace of P3 and so the basis is empty. The dimension is
ZET0.

Two.l11.2.22 First recall that cos20 = cos? 0 — sin’ 0, and so deletion of cos 20 from
this set leaves the span unchanged. What’s left, the set {cos? 0, sin? 0,sin 20}, is
linearly independent (consider the relationship c; cos? 04 sin® 8+c3 sin 20 = Z(9)
where Z is the zero function, and then take 6 =0, 6 = 7t/4, and 0 = 7t/2 to conclude
that each c is zero). It is therefore a basis for its span. That shows that the span is
a dimension three vector space.

Two.ll1.2.23 Here is a basis
((1+0i,040i,...,0+01i), (0+1i,040i,...,0+01), (04+0i, 1 +0i,...,0+0i),...)
and so the dimension is 2 - 47 = 94.

Two.lll.2.24 A basis is

1.0 0 0 O 010 00 00 0 00
(fo o 00 0),]0 0 0 O0 Of,...,]0 00 0 0}f)
00 000 00 000 00 0 01

and thus the dimension is 3-5 = 15.

Two.l11.2.25 In a four-dimensional space a set of four vectors is linearly independent if
and only if it spans the space. The form of these vectors makes linear independence
easy to show (look at the equation of fourth components, then at the equation of
third components, etc.).

Two.l11.2.26 By the results of this section, because P, has dimension 3, to show that
a linearly independent set is a basis we need only observe that it has three members.
To show a set is not a basis we need only observe that it does not have three members
(in this case we don’t have to worry about linear independence).

(a) This is a basis; it is linearly independent by inspection (the first element has
no quadratic or linear term, the second has a quadratic but no linear term, and
the third has a linear term) and it has three elements.

(b) This is not a basis as it has only two elements.

(c) This three-element set is a basis.

(d) This is not a basis as it has four elements.

Two.l11.2.27  (a) The diagram for P, has four levels. The top level has the only three-
dimensional subspace, P, itself. The next level contains the two-dimensional
subspaces (not just the linear polynomials; any two-dimensional subspace, like
those polynomials of the form ax? + b). Below that are the one-dimensional
subspaces. Finally, of course, is the only zero-dimensional subspace, the trivial
subspace.
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(b) For My, the diagram has five levels, including subspaces of dimension four
through zero.

Two.l11.228 (@) One (b) Two (c) n

Two.l11.2.29 We need only produce an infinite linearly independent set. One is such
sequence is (f1,f2,...) where fi: R - R is

£.(x) — {1 ifx =1

0 otherwise
the function that has value 1 only at x = 1.

Two.l11.2.30 A function is a set of ordered pairs (x, f(x)). So there is only one function
with an empty domain, namely the empty set. A vector space with only one element
a trivial vector space and has dimension zero.

Two.l11.2.31 Apply Corollary 2.10.

Two.l11.2.32 A plane has the form {p + t;V; + t2V2 | t1,t2 € R}. (The first chapter
also calls this a ‘2-flat’, and contains a discussion of why this is equivalent to the
description often taken in Calculus as the set of points (x,y, z) subject to a condition
of the form ax + by + cz = d). When the plane passes through the origin we can
take the particular vector p to be 0. Thus, in the language we have developed in
this chapter, a plane through the origin is the span of a set of two vectors.

Now for the statement. Asserting that the three are not coplanar is the same
as asserting that no vector lies in the span of the other two—no vector is a linear
combination of the other two. That’s simply an assertion that the three-element
set is linearly independent. By Corollary 2.14, that’s equivalent to an assertion
that the set is a basis for R® (more precisely, any sequence made from the set’s
elements is a basis).

Two.l11.2.33 Let the space V be finite dimensional and let S be a subspace of V.

If S is not finite dimensional then it has a linearly independent set that is
infinite (start with the empty set and iterate adding vectors that are not linearly
dependent on the set; this process can continue for infinitely many steps or else S
would be finite dimensional). But any linearly independent subset of S is a linearly
independent subset of V, contradicting Corollary 2.10

Two.l11.2.34 It ensures that we exhaust the [§’s. That is, it justifies the first sentence
of the last paragraph.

Two.lll.2.35 Let By be a basis for U and let By, be a basis for W. Consider the
concatenation of the two basis sequences. If there is a repeated element then the
intersection U N W is nontrivial. Otherwise, the set By U By is linearly dependent
as it is a six member subset of the five-dimensional space R>. In either case some
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member of Byy is in the span of By, and thus U N W is more than just the trivial
space {0}

Generalization: if U, W are subspaces of a vector space of dimension n and if
dim(U) + dim(W) > n then they have a nontrivial intersection.

Two.ll1.2.36 First, note that a set is a basis for some space if and only if it is linearly
independent, because in that case it is a basis for its own span.

(a) The answer to the question in the second paragraph is “yes” (implying “yes”
answers for both questions in the first paragraph). If By is a basis for U then
Bu is a linearly independent subset of W. Apply Corollary 2.12 to expand it to
a basis for W. That is the desired By, .

The answer to the question in the third paragraph is “no”, which implies a

“no” answer to the question of the fourth paragraph. Here is an example of a basis
for a superspace with no sub-basis forming a basis for a subspace: in W = R?,
consider the standard basis £,. No sub-basis of £, forms a basis for the subspace
U of R? that is the line y = x.

(b) It is a basis (for its span) because the intersection of linearly independent
sets is linearly independent (the intersection is a subset of each of the linearly
independent sets).

It is not, however, a basis for the intersection of the spaces. For instance,
these are bases for R?:

() ) )

and R? NR? = R?, but By N B, is empty. All we can say is that the N of the
bases is a basis for a subset of the intersection of the spaces.
(c) The U of bases need not be a basis: in R?

) )

B UB; is not linearly independent. A necessary and sufficient condition for a U
of two bases to be a basis

B; UB; is linearly independent <~ [B;NBy]l=I[B1]NI[B]

it is easy enough to prove (but perhaps hard to apply).
(d) The complement of a basis cannot be a basis because it contains the zero
vector.

Two.l11.2.37  (a) A basis for U is a linearly independent set in W and so can be
expanded via Corollary 2.12 to a basis for W. The second basis has at least as
many members as the first.
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(b) One direction is clear: if V = W then they have the same dimension. For the
converse, let By be a basis for U. It is a linearly independent subset of W and
so can be expanded to a basis for W. If dim(U) = dim(W) then this basis for W
has no more members than does By, and so equals By,. Since U and W have the
same bases, they are equal.

(c) Let W be the space of finite-degree polynomials and let U be the subspace of
polynomials that have only even-powered terms.

U={ao+ arx* +axx* +---+anx?™ | ag,...,an € R}

Both spaces have infinite dimension but U is a proper subspace.

1 1 1 0
Twolll238 (@) |[2| =(1n-|o|+2[1]+0-]0
0 0 0 2

(b) Two of the basis vectors are associated with non-zero coefficients. We can for
instance pick the first.

1 1 0
B=({2|,|1],[0o]
0 0 2

Checking that it is another basis for R3 is routine.

(c) Call the outcome of the exchange B = (B1,...,Bi_1,V, Bit1y---, Bn). We first
show that B is linearly independent. Any relationship difq + -+ di¥ + - +
dn ﬁn =0 among the members of B, after substitution for v,

diBr 4 +di B+ Bt teaBa)to+dafn=0 (%)
gives a linear relationship among the members of B. The basis B is linearly
independent so the coefficient dic; of ﬁi is zero. Because we assumed that c; is
nonzero, d; = 0. Using this in equation (x) gives that all of the other d’s are also
zero. Therefore B is linearly independent.

We finish by showing that B has the same span as B. Half of this argument,
that [B] C [B], is easy; we can write any member d; [31 +- - +diV+- - +dn ﬁn of [B]
as d; 61 +--4di- (e 61 + - -+Cn(§n)+~ . -+dnf§n, which is a linear combination
of linear combinations of members of B, and hence is in [B]. For the [B] C [B] half
of the argument, recall that if Vv = ¢, 61 4+ +cn En with c; # 0 then we can
rearrange the equation to B; = (—c1/ci)B1 +---+ (1/ci)¥ + -+ + (—cn/ci) Bn.
Now, consider any member d; 61 4+ -+ dg ﬁi + -+ dn ﬁn of [B], substitute for
ﬁi its expression as a linear combination of the members of B, and recognize, as
in the first half of this argument, that the result is a linear combination of linear
combinations of members of B, and hence is in [B].

(d) Fix a vector space with at least one finite basis. Choose, from among all of
this space’s bases, one B = <f§1 yeens En> of minimal size. We will show that any
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other basis D = (51 , 82, .) also has the same number of members, n. Because
B has minimal size, D has no fewer than n vectors. We will argue that it cannot
have more than n vectors.

The basis B spans the space and §; is in the space, so §; is a nontrivial linear
combination of elements of B. By the Exchange Lemma, we can swap §; for a
vector from B, resulting in a basis B;, where one element is §; and all of the
n — 1 other elements are B”s.

The prior paragraph forms the basis step for an induction argument. The
inductive step starts with a basis By (for 1 < k < n) containing k members of D
and n — k members of B. We know that D has at least n members so there is a
ng. Represent it as a linear combination of elements of By. The key point: in
that representation, at least one of the nonzero scalars must be associated with a
[?;i or else that representation would be a nontrivial linear relationship among
elements of the linearly independent set D. Exchange gk+1 for B’i to get a new
basis By with one § more and one [?; fewer than the previous basis By.

Repeat that until no [_5"5 remain, so that B,, contains 51,...,gn. Now, D
cannot have more than these n vectors because any §n+1 that remains would be
in the span of B, (since it is a basis) and hence would be a linear combination of
the other g’s, contradicting that D is linearly independent.

Two.l11.2.39 (This answer is from a site comment by Yuzhou Gu.) For each person
assign a vector V; € R™, where an entry is 1 if the person reads the book, and 0
otherwise. Because the vectors are linear dependent, we will have a equation of the
form Y a;vi = 0. Then the set of 1 such that a; > 0 and the set of i such that
a; < 0 are two disjoint sets with same union of read books.

Two.l11.2.40 The possibilities for the dimension of V are 0, 1, n — 1, and n.

To see this, first consider the case when all the coordinates of V are equal.

z
z

<l
I

z

Then o(V) = V for every permutation o, so V is just the span of V¥, which has
dimension 0 or 1 according to whether ¥ is 0 or not.

Now suppose not all the coordinates of V are equal; let x and y with x # y be



114 Linear Algebra, by Hefferon

among the coordinates of V. Then we can find permutations oy and o> such that

x Y
y X
o1(V)=1] a3 and o,(V)=| a3
an an

—1
1
1 . -

(o1(¥) —o2(¥) =] O

y—x .

0
is in V. That is, €, — €7 € V, where €7, €3, ..., €, is the standard basis for R™.
Similarly, €3 —¢€5, ..., €, — €7 are all in V. It is easy to see that the vectors €, — €7,
€3 — €2, ..., €n — € are linearly independent (that is, form a linearly independent

set), so dimV >n—1.
Finally, we can write
V=%1€1 +%28 + -+ +Xn€n
= (X1 +x24 - +xn)€ +x2(82 —€1) + - +xn (& —€7)

This shows that if x; +x2 + -+ xn = 0 then V is in the span of €, — €7, ..
€n — €1 (that is, is in the span of the set of those vectors); similarly, each o(V)

9

will be in this span, so V will equal this span and dimV =n — 1. On the other
hand, if x1 +x2 + - - - +x, # 0 then the above equation shows that €; € V and thus
€1y...,€n €V,50 V=R" and dimV =n.

Two.lll.3: Vector Spaces and Linear Systems

1 6
Two.ll.3.16  (a) <$ ?) (b) <$ ;) (c) |4 7 (d) (0 00)
3 8

o)

Two.l11.3.17  (a) Yes. To see if there are ¢y and ¢, such that ¢;-(2 1)+c¢c2-(3 1) =
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(1 0) we solve

2c1 +3co =1
c1+ ¢c2=0
and get ¢; = —1 and ¢, = 1. Thus the vector is in the row space.
(b) No. The equation ¢;(0 1 3)+c2(—1 0 1)+c3(—1 2 7)=(1 1 1) has no
solution.
0 -1 —1|1 1T 0 2 1
10 2 |1 PuEpr Theer exfes o g g
3 1 7 11 0O 0 0 |1

Thus, the vector is not in the row space.

Two.ll1.3.18  (a) No. To see if there are cy,cz € R such that

():<0)-0

we can use Gauss’s Method on the resulting linear system.

c1+cy=1 —p|_+>p2 c1+cr=1
c1+c2=3 0=2

There is no solution and so the vector is not in the column space.
(b) Yes. From this relationship

1 3 1 1
c1|2]+c2] O +c3|4]l =10
1 -3 3 0
we get a linear system that, when we apply Gauss’s Method,

1T 3 1|1 1T 3 1] 1

2 00 4 o] e e 1y g 2| 2
—pP1+p3
1 -3 -30 0 0 —6]| 1

yields a solution. Thus, the vector is in the column space.

Two.l11.3.19  (a) Yes; we are asking if there are scalars ¢; and c; such that

(3] ()=

which gives rise to a linear system

2c1+ co= 1 7%‘“ 2c1+ co= 1
2ci1 +5¢c;=-3 4cy; =—4
and Gauss’s Method produces c; = —1 and ¢y = 1. That is, there is indeed such

a pair of scalars and so the vector is indeed in the column space of the matrix.
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(b) No; we are asking if there are scalars ¢; and ¢, such that

(2] (5)-()

and one way to proceed is to consider the resulting linear system

4C1 — 802 =0

2C1 — 4(12 =1
that is easily seen to have no solution. Another way to proceed is to note that
any linear combination of the columns on the left has a second component half
as big as its first component, but the vector on the right does not meet that
criterion.
(c) Yes; we can simply observe that the vector is the first column minus the second.
Or, failing that, setting up the relationship among the columns

—_—
|
—_
—_—
N

Cq 1 +cC2 1 +c3|—=1]1=1]0
—1 —1 1 0
and considering the resulting linear system
c1—cy+ce3=2 c1— €2+ ¢c3= 2 c1— C2+ ¢c3= 2
Gl +ca—c3=0 57 2c;)—2c5=—2 "% 2c) —2c3=—2
pP1+p3
—c1—c2+4+¢c3=0 —2¢cy+2c3= 2 0= 0
gives the additional information (beyond that there is at least one solution) that
there are infinitely many solutions. Parametrizing gives c; = —1+c¢3 and ¢; =1,
and so taking c3 to be zero gives a particular solution of ¢; =1, ¢ = —1, and

c3 = 0 (which is, of course, the observation made at the start).

Two.ll1.3.20 A routine Gaussian reduction

2 0 3 4 2 0 3 4
o1 1 -1 7(3/2)*;); +p3 ﬂﬁ}pg —pﬁ)m 0 1 1 —1
31 0 2 —(1/2)p1+p4 0o 0 —11/2 -3
1 0 —4 -1 00 0 0

suggests this basis (2 0 3 4),(0 1 1 —1),(0 0 —11/2 =3)).
Another procedure, perhaps more convenient, is to swap rows first,

1T 0 —4 -1

Pig4 —3l4>-93 —(32_-0-)93 —sﬁ)pz; 0 1 1 —1
—2p1+p4 0 0 11 6

00 0 ©

leading to the basis (1 0 —4 —1),(0 1 1 —1),(0 0 11 6)).
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Two.ll1.3.21  (a) This reduction

2 1 3
—(:/i)_p; +p2 —(1/3)_p>z+pa 0 —3/2 12
—(1/2)p1+p3 0 0 4/3

shows that the row rank, and hence the rank, is three.

(b) Inspection of the columns shows that the others are multiples of the first

(inspection of the rows shows the same thing). Thus the rank is one.
Alternatively, the reduction

1T -1 2 R 1 -1 2
303 6| 2P looo o0
—2 2 —4) " o 0 o
shows the same thing.
(c) This calculation
1 3 2 1 3 2
501 1| mat e o4 9
6 4 3 P1TP3 0 0 0
shows that the rank is two.
(d) The rank is zero.
Two.l11.3.22 We want a basis for this span.
1 3 -1 2
21, (1|, [ 1], |o]cCRr?
0 1 1 4

The most straightforward approach is to transpose those columns to rows, use
Gauss’s Method to find a basis for the span of the rows, and then transpose them
back to columns.

1 20 1 2 0
3 1 1 732;;)2 (3/5&>+p3 722;5;4 0 -5 1
-1 11 Pytes  —(4/5)p2tpa 0 0 8/
2 0 4 0 0 0

Discard the zero vector as showing that there was a redundancy among the starting
vectors, to get this basis for the column space.

1 0 0
< 2 ) -5 ) 0 >
0 1 8/5

The matrix’s rank is the dimension of its column space, so it is three. (It is also
equal to the dimension of its row space.)
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Two.l11.3.23  (a) This reduction

1 3 13
-1 3 P12 7(1/6)_p>z+p3 0 6
1 4 :‘z);)ff& (5/6)p2+pa 00
2 1 00
gives ((1 3),(0 6)).
(b) Transposing and reducing
1 2 1 1 2 1 1 2 1
301 1| P 1o 5 4| 2 o 5 4
13 -3) " o 5 4 0 0 0
and then transposing back gives this basis.
1 0
< 2 ) -5 >
1 —4

(c) Notice first that the surrounding space is as P3, not P,. Then, taking the first
polynomial 1+1-x40-x%+0-x3 to be “the same” as the row vector (1 1 0 0),
etc., leads to

11 0 0 1T 1 0 0
10 -1 0 ’3%“ RS I S B T
3 2 —1 o) e 0 0 0 0

which yields the basis (1 + x, —x — x?).
(d) Here “the same” gives

10 1 3 1 - , 101 3 1 -1
103 2 1 4| PR 002 1 00s
10 -5 -1 -1 —9) "7 000 0 0 0

leading to this basis.

1 0 1 0 0 2
Gra)Eed

Two.ll1.3.24  (a) Transpose the columns to rows, bring to echelon form (and then
lose any zero rows), and transpose back to columns.

1 1 3 11 3
—1 2 o °ug tedes 5 o303
0 12 6 0 0 —6

One basis for the span is this.
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(b) As in the prior part we think of those as rows, to take advantage of the work
we've done with Gauss’s Method.

0 1 1

2 =20 p1+rp2 —(7/2)_p>1+93 _7E;"3

7 0 0 2p1+pa —7p2+pa

4 3 2
2 =2 0

—(5/7)_p>3+p4 0 1 1

0 0 -7
0 0 0

One basis for the span of that set is (2 — 2x,x + x%, —5x?).

Two.l11.3.25 Only the zero matrices have rank of zero. The only matrices of rank one

have the form
ky-p

km-p
where p is some nonzero row vector, and not all of the k;’s are zero. (Remark. We
can’t simply say that all of the rows are multiples of the first because the first row
might be the zero row. Another Remark. The above also applies with ‘column’
replacing ‘row’.)

Two.ll1.3.26 If a # 0 then a choice of d = (¢/a)b will make the second row be a
multiple of the first, specifically, c/a times the first. If a =0 and b = 0 then any
non-0 choice for d will ensure that the second row is nonzero. If a =0 and b # 0
and ¢ = 0 then any choice for d will do, since the matrix will automatically have
rank one (even with the choice of d = 0). Finally,if a=0and b # 0 and c #0
then no choice for d will suffice because the matrix is sure to have rank two.

Two.l11.3.27 The column rank is two. One way to see this is by inspection —the
column space consists of two-tall columns and so can have a dimension of at least
two, and we can easily find two columns that together form a linearly independent
set (the fourth and fifth columns, for instance). Another way to see this is to recall
that the column rank equals the row rank, and to perform Gauss’s Method, which
leaves two nonzero rows.

Two.l11.3.28 We apply Theorem 3.13. The number of columns of a matrix of coef-
ficients A of a linear system equals the number n of unknowns. A linear system
with at least one solution has at most one solution if and only if the space of
solutions of the associated homogeneous system has dimension zero (recall: in the
‘General = Particular + Homogeneous’ equation vV = p + }_{, provided that such a p
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exists, the solution V is unique if and only if the vector R is unique, namely h= 5)
But that means, by the theorem, that n =r.

Two.ll11.3.29 The set of columns must be dependent because the rank of the matrix
is at most five while there are nine columns.

Two.l11.3.30 There is little danger of their being equal since the row space is a set of
row vectors while the column space is a set of columns (unless the matrix is 1x1T,
in which case the two spaces must be equal).

()

and note that the row space is the set of all multiples of (1 3) while the column
space consists of multiples of

1

2

so we also cannot argue that the two spaces must be simply transposes of each
other.

Two.ll1.3.31 First, the vector space is the set of four-tuples of real numbers, under

Remark. Consider

the natural operations. Although this is not the set of four-wide row vectors, the
difference is slight —it is “the same” as that set. So we will treat the four-tuples
like four-wide vectors.

With that, one way to see that (1,0,1,0) is not in the span of the first set is to
note that this reduction

1 -1 2 -3 1 -1 2 -3
11 2 o | TR ety 2 o 3
3 -1 6 —6) ertes 0 0 0 0
and this one
1 -1 2 -3 1 1 2 -3
112 0| —pitp patps eops (002 0 3
3 -1 6 —6 —3p1+p3 —(1/2)p2+pa o 0 -1 3/2
1 0 1 o) o™ 00 0 0

yield matrices differing in rank. This means that addition of (1,0,1,0) to the set
of the first three four-tuples increases the rank, and hence the span, of that set.
Therefore (1,0, 1,0) is not already in the span.
Two.l11.3.32 It is a subspace because it is the column space of the matrix
3 2 4
1T 0 —1
2 2 5
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of coefficients. To find a basis for the column space,

3 2 4
{ei 1] +c2|O] +c3|—=1]|ciyc2,c3 €R}
2 2 5

we eliminate linear relationships among the three column vectors from the spanning
set by transposing, reducing,

3 1 2 3 1 2
2 0 2| CWEyre: mZetes o 53 2/3
4 —1 5 —(4/3)p1+p3 0 0 0
omitting the zero row, and transposing back.
3 0
(W1, =2/3))
2 2/3
Two.l11.3.33 We can do this as a straightforward calculation.
Tay1+sbyr ... Tain+sbig
(rA+sB)" = :
TAm,1 +Sbm1 ... Tamn +Sbmn
Taj; +sbig ... Tam,1 +Sbm
TAin+8Sbin ... TAmn +Sbmn
TA1,1 ... TQm, sbi1 ... sbm
= : +
TA1n ... TQmn sbin ... sbmn
=1AT + BT

Two.l11.3.34  (a) These reductions give different bases.

1 2 0 —m;)z 1 2 0 1 2 0 —()1_—0—)92&) 1 2 0
1 21 0 0 1 1 2 1 0 0 2

(b) An easy example is this.

(121) 121
31 4 )

This is a less simplistic example.

1 21
31 4

w
o —
(]

N NSRS
w A =N
a N B~ =
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(c) Because the row spaces of A and B are equal, the two are row equivalent.
Because each row equivalence class contains a unique reduced echelon form
(Theorem One.III.2.6), the reduced echelon form of A must equal the reduced
echelon form of B.

Two.ll1.3.35 It cannot be bigger.

Two.l11.3.36  The number of rows in a maximal linearly independent set cannot exceed
the number of rows. A better bound (the bound that is, in general, the best possible)
is the minimum of m and n, because the row rank equals the column rank.

Two.l11.3.37 Because the rows of a matrix A are the columns of AT the dimension
of the row space of A equals the dimension of the column space of AT. But the
dimension of the row space of A is the rank of A and the dimension of the column
space of AT is the rank of AT. Thus the two ranks are equal.

Two.l11.3.38 False. The first is a set of columns while the second is a set of rows.

This example, however,

1 4
123 .
A—<456>,A—25

indicates that as soon as we have a formal meaning for “the same”, we can apply it

here
Columnspace(A) = [{ (l) , (é) , (2) H

Rowspace(AT) = [{(1 4),(2 5),(3 6)}]
are “the same” as each other.

while

Two.l11.3.39 No. Here, Gauss’s Method does not change the column space.

1 0 73£>rpz 1 0
31 0 1

c1dr + - +cn@n=d
has a solution if and only if d is in the span of the set {d;,...,dn}. That’s true
if and only if the column rank of the augmented matrix equals the column rank
of the matrix of coefficients. Since rank equals the column rank, the system has
a solution if and only if the rank of its augmented matrix equals the rank of its
matrix of coefficients.

Two.l11.3.40 A linear system

Two.l11.3.41  (a) Row rank equals column rank so each is at most the minimum of
the number of rows and columns. Hence both can be full only if the number of
rows equals the number of columns. (Of course, the converse does not hold: a
square matrix need not have full row rank or full column rank.)
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(b) If A has full row rank then, no matter what the right-hand side, Gauss’s
Method on the augmented matrix ends with a leading one in each row and none
of those leading ones in the furthest right column (the “augmenting” column).
Back substitution then gives a solution.

On the other hand, if the linear system lacks a solution for some right-hand
side it can only be because Gauss’s Method leaves some row so that it has all
zeroes on the left of the “augmenting” bar and has a nonzero entry on the right.
Thus, if A does not have a solution for some right-hand sides, then A does not
have full row rank because some of its rows have been eliminated.

(c) The matrix A has full column rank if and only if its columns form a linearly
independent set. That’s equivalent to the existence of only the trivial linear
relationship among the columns, so the only solution of the system is where each
variable is 0.

(d) The matrix A has full column rank if and only if the set of its columns is
linearly independent, and so forms a basis for its span. That’s equivalent to
the existence of a unique linear representation of all vectors in that span. That
proves it, since any linear representation of a vector in the span is a solution of
the linear system.

Two.l11.3.42 Instead of the row spaces being the same, the row space of B would be a
subspace (possibly equal to) the row space of A.

Two.ll1.3.43 Clearly rank(A) = rank(—A) as Gauss’s Method allows us to multiply all
rows of a matrix by —1. In the same way, when k # 0 we have rank(A) = rank(kA).
Addition is more interesting. The rank of a sum can be smaller than the rank

G256

The rank of a sum can be bigger than the rank of the summands.

1 2 n 0 0y (1 2

00 34) \3 4
But there is an upper bound (other than the size of the matrices). In general,
rank(A + B) < rank(A) 4 rank(B).

To prove this, note that we can perform Gaussian elimination on A + B in either
of two ways: we can first add A to B and then apply the appropriate sequence of

of the summands.

reduction steps

(A+B) FPr .. TPE ochelon form

or we can get the same results by performing step; through step, separately on
A and B, and then adding. The largest rank that we can end with in the second
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case is clearly the sum of the ranks. (The matrices above give examples of both
possibilities, rank(A+B) < rank(A)+rank(B) and rank(A+B) = rank(A)+rank(B),
happening.)

Two.lll.4: Combining Subspaces

Two.l11.4.20 With each of these we can apply Lemma 4.15.
(a) Yes. The plane is the sum of this W; and W, because for any scalars a and b

al [(a-b n b

b 0 b
shows that the general vector is a sum of vectors from the two parts. And,
these two subspaces are (different) lines through the origin, and so have a trivial
intersection.

(b) Yes. To see that any vector in the plane is a combination of vectors from these
parts, consider this relationship.

()= () ()

We could now simply note that the set

G)-)

is a basis for the space (because it is clearly linearly independent, and has size
two in R?), and thus there is one and only one solution to the above equation,
implying that all decompositions are unique. Alternatively, we can solve

Ci+ C2=a —-pitp2 C1+ C2= a

c1+1.1c;=D0 0.Tc;=—a+b
to get that c; =10(—a+b) and ¢; = 11a — 10b, and so we have

al (11a—10b n —10a+ 10b
b/ \1la—10b 1.1-(=10a + 10b)
as required. As with the prior answer, each of the two subspaces is a line through

the origin, and their intersection is trivial.
(c) Yes. Each vector in the plane is a sum in this way

) =)- 0

and the intersection of the two subspaces is trivial.
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(d) No. The intersection is not trivial.
(e) No. These are not subspaces.

Two.ll1.4.21 With each of these we can use Lemma 4.15.
(a) Any vector in R3 can be decomposed as this sum.

X X 0
yl=1y|+|0
z 0 z

And, the intersection of the xy-plane and the z-axis is the trivial subspace.
(b) Any vector in R3 can be decomposed as

X X—z z
y|l=ly—z|+]|z
z 0 z

and the intersection of the two spaces is trivial.

Two.ll1.4.22 1t is. Showing that these two are subspaces is routine. To see that the
space is the direct sum of these two, just note that each member of P, has the
unique decomposition m + nx + px? = (m + px?) + (nx).

Two.l11.4.23 To show that they are subspaces is routine. We will argue they are
complements with Lemma 4.15. The intersection & N O is trivial because the only
polynomial satisfying both conditions p(—x) = p(x) and p(—x) = —p(x) is the zero
polynomial. To see that the entire space is the sum of the subspaces € + O = Py,
note that the polynomials po(x) = 1, p2(x) = x?, pa(x) = x*, etc., are in € and
also note that the polynomials p(x) = x, p3(x) = x3, etc., are in O. Hence any
member of P, is a combination of members of £ and O.

Two.lll.4.24 Each of these is R3.
(a) These are broken into some separate lines for readability.
Wi+ W7 + W3, Wy + W, + W3 + Wy, Wi + W, + W3 + Ws,
Wi+ Wy + W3 + Wy +Ws, Wi + W, + Wy, Wy + W, + Wy + Ws,
Wi+ Wy +Ws, Wy + W3 + Wy, Wi + W3 +Ws, Wi 4+ W3+ Wy +Ws,
Wi + Wy, Wi + W4 + W5, Wy + Ws,
Wy + W3 + Wy, Wr + W3 + Wy + W5, Wyr + Wy, Wo + Wy + Ws,
W3 + Wy, W3 + Wy + Ws,
Wy + Ws
(b) Wi oW, & W3, W1 @ Wy, Wi @ Ws, Wo @ Wy, W3 & W,
Two.111.4.25 Clearly each is a subspace. The bases B; = (x!) for the subspaces, when
concatenated, form a basis for the whole space.

Two.ll1.4.26 1t is W5.
Two.l11.4.27 True by Lemma 4.8.
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Two.ll1.4.28 Two distinct direct sum decompositions of R* are easy to find. Two such
are W = [{€7,€,}] and W, = [{€3,€,4}], and also Uy = [{&7}] and U, = [{ &>, €3, €4 }].
(Many more are possible, for example R* and its trivial subspace.)

In contrast, any partition of R'’s single-vector basis will give one basis with no
elements and another with a single element. Thus any decomposition involves R’
and its trivial subspace.

Two.ll1.4.29 Set inclusion one way is easy: {wi + --- + Wy | Wi € W, } is a subset of
W7 U...UW,] because each Wy + --- + Wy is a sum of vectors from the union.
For the other inclusion, to any linear combination of vectors from the union
apply commutativity of vector addition to put vectors from W first, followed by
vectors from W5, etc. Add the vectors from W; to get a wi € W;, add the vectors
from W5 to get a wo, € W5, etc. The result has the desired form.

Two.111.4.30 One example is to take the space to be R3, and to take the subspaces to
be the xy-plane, the xz-plane, and the yz-plane.

Two.ll1.4.31 Of course, the zero vector is in all of the subspaces, so the intersec-
tion contains at least that one vector.. By the definition of direct sum the set
{Wi,..., Wy} is independent and so no nonzero vector of W; is a multiple of a
member of Wj, when i # j. In particular, no nonzero vector from W; equals a
member of Wj.

Two.ll1.4.32 It can contain a trivial subspace; this set of subspaces of R3 is indepen-
dent: {{0}, x-axis}. No nonzero vector from the trivial space {0} is a multiple of a
vector from the x-axis, simply because the trivial space has no nonzero vectors to
be candidates for such a multiple (and also no nonzero vector from the x-axis is a
multiple of the zero vector from the trivial subspace).

Two.l11.4.33 Yes. For any subspace of a vector space we can take any basis (@1, . .., k)
for that subspace and extend it to a basis (@, ..., Dy, E;k+] Seeey En) for the whole
space. Then the complement of the original subspace has this basis <[§k+] yeens 6n>

Two.lll.4.34  (a) It must. We can write any member of W; + W, as w; + W, where
wi € Wi and wy, € W>. As Sy spans W, the vector w; is a combination of
members of Sy. Similarly W, is a combination of members of S,.

(b) An easy way to see that it can be linearly independent is to take each to be
the empty set. On the other hand, in the space R', if W; = R! and W, = R!
and S; ={1} and S; ={2}, then their union S; US; is not independent.

Two.ll1.4.35  (a) The intersection and sum are

0 0 0 b
{<C O)ICGR} {<C d)lb,c,deR}

which have dimensions one and three.
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(b) We write Bynw for the basis for U N W, we write By for the basis for U,
we write By for the basis for W, and we write By, w for the basis under
consideration.

To see that By w spans U+ W, observe that we can write any vector cti+ dw
from U+ W as a linear combination of the vectors in By, w/, simply by expressing
U in terms of By and expressing w in terms of Byy.

We finish by showing that By, is linearly independent. Consider

Crilt + - ¢ aBr ek p@p =0
which can be rewritten in this way.
Crfft -+ + ¢ = —¢ 1B — - — Gt pDp

Note that the left side sums to a vector in U while right side sums to a vector
in W, and thus both sides sum to a member of U N W. Since the left side is a
member of U N W, it is expressible in terms of the members of Bynw, which
gives the combination of [{’s from the left side above as equal to a combination
of ﬁ 's. But, the fact that the basis By is linearly independent shows that any
such combination is trivial, and in particular, the coefficients c1, ..., c; from the
left side above are all zero. Similarly, the coefficients of the ’s are all zero. This
leaves the above equation as a linear relationship among the (g’s, but Bunw is
linearly independent, and therefore all of the coefficients of the [§ 's are also zero.

(c) Just count the basis vectors in the prior item: dim(U+ W) =j + k + p, and
dim(U) =j + k, and dim(W) =k + p, and dim(UN W) = k.

(d) We know that dim(W7+W>) = dim(W;)+dim(W,)—dim(W;NW,). Because
Wi C Wi +W,, we know that Wy + W, must have dimension greater than that
of Wy, that is, must have dimension eight, nine, or ten. Substituting gives us
three possibilities 8 = 8 + 8 — dim(W7 NW;) or 9 = 8 + 8 — dim(W; N W>) or
10 =8+ 8 —dim(W; NW;). Thus dim(W; NW,) must be either eight, seven, or
six. (Giving examples to show that each of these three cases is possible is easy,
for instance in R'C.)

Two.lll.4.36 Expand each S; to a basis B; for W;. The concatenation of those bases
Bi;  --- By is a basis for V and thus its members form a linearly independent set.
But the union S; U--- U Sy is a subset of that linearly independent set, and thus is
itself linearly independent.

Two.l11.4.37  (a) Two such are these.

1 2 0 1
2 3 -1 0
For the antisymmetric one, entries on the diagonal must be zero.

(b) A square symmetric matrix equals its transpose. A square antisymmetric
matrix equals the negative of its transpose.
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(c) Showing that the two sets are subspaces is easy. Suppose that A € M, xn. To
express A as a sum of a symmetric and an antisymmetric matrix, we observe that
A=(1/2)(A+AT)+(1/2)(A —AT)
and note the first summand is symmetric while the second is antisymmetric.
Thus Myxn is the sum of the two subspaces. To show that the sum is direct,

assume a matrix A is both symmetric A = AT and antisymmetric A = —AT.
Then A = —A and so all of A’s entries are zeroes.

Two.l11.4.38  Assume that v € (W; N W3) + (W7 NW3). Then V = w, + w3 where
wy € Wi N'W; and w3 € W7 N W3. Note that w,, w3 € W, and, as a subspace is
closed under addition, w, + w3 € Wy. Thus V =w, + w3 € W7 N (W7 + W3).

This example proves that the inclusion may be strict: in R? take W; to be the
x-axis, take W, to be the y-axis, and take W3 to be the line y = x. Then W1 NW,;
and W; N Wj3 are trivial and so their sum is trivial. But W, + W3 is all of R? so
Wi N (W5 + W3) is the x-axis.

Two.l11.4.39 It happens when at least one of Wy, W, is trivial. But that is the only
way it can happen.

To prove this, assume that both are non-trivial, select nonzero vectors wi, w;
from each, and consider wy +w;. This sum is not in W; because w; +w, =V € W,
would imply that w, = Vv — Wy is in Wy, which violates the assumption of the
independence of the subspaces. Similarly, wq + W5 is not in W5. Thus there is an
element of V that is not in W; U W,.

Two.l11.4.40 Yes. The left-to-right implication is Corollary 4.13. For the other
direction, assume that dim(V) = dim(W;) + --- + dim(Wy). Let Bq,...,By be
bases for Wi,...,Wy. As V is the sum of the subspaces, we can write any v € V
as V=wj + - + Wy and expressing each W; as a combination of vectors from the
associated basis B; shows that the concatenation B;  ---~ By spans V. Now, that
concatenation has dim(W7) + - - - + dim(Wy) members, and so it is a spanning set
of size dim(V). The concatenation is therefore a basis for V. Thus V is the direct
sum.

Two.lll.4.41 No. The standard basis for R? does not split into bases for the comple-
mentary subspaces the line x =y and the line x = —y.

Two.l11.4.42  (a) Yes, W7 + W, = W, + W for all subspaces W7, W, because each

side is the span of W7 UW, =W, UW;.
(b) This one is similar to the prior one —each side of that equation is the span of
(W] UWz) UWs; =W; U (Wz UWg).
(c) Because this is an equality between sets, we can show that it holds by mutual
inclusion. Clearly W C W+ W. For W+ W C W just recall that every subset is
closed under addition so any sum of the form w; + w5 is in W.



(d) In each vector space, the identity element with respect to subspace addition is
the trivial subspace.

(e) Neither of left or right cancellation needs to hold. For an example, in R? take
W1 to be the xy-plane, take W, to be the x-axis, and take W3 to be the y-axis.

Topic: Fields

1 Going through the five conditions shows that they are all familiar from elementary
mathematics.

2 As with the prior question, going through the five conditions shows that for both
of these structures, the properties are familiar.

3 The integers fail condition (5). For instance, there is no multiplicative inverse for
2—while 2 is an integer, 1/2 is not.

4 We can do these checks by listing all of the possibilities. For instance, to verify the
first half of condition (2) we must check that the structure is closed under addition
and that addition is commutative a + b = b + a, we can check both of these for
all possible pairs a and b because there are only four such pairs. Similarly, for
associativity, there are only eight triples a, b, c, and so the check is not too long.
(There are other ways to do the checks; in particular, you may recognize these
operations as arithmetic modulo 2. But an exhaustive check is not onerous)

5 These will do.

+10 1 2 -0 1 2
0|0 1 2 0|0 0 O
111 2 0 110 1 2
212 0 1 210 2 1

As in the prior item, we could verify that they satisfy the conditions by listing all
of the cases.
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Topic: Crystals

1 Each fundamental unit is 3.34 x 107'° cm, so there are about 0.1/(3.34 x 10~'°)
such units. That gives 2.99 x 108, so there are something like 300,000, 000 (three
hundred million) regions.

2 (a) We solve
. 1.42 Le 0.71\  [5.67 N 1.42¢1 4+ 0.71cy, =5.67
"L o \1.23) " \3.04 1.23¢c; =3.14
to get ¢y ~ 2.74 and ¢, ~ 2.55.
(b) Here is the point located in the lattice. In the picture on the left, superimposed
on the unit cell are the two basis vectors ﬁ 1 and [§ 2, and a box showing the offset
of 2.5581 + 2.72f,. The picture on the right shows where that appears inside of

the crystal lattice, taking as the origin the lower left corner of the hexagon in the
lower left.

/N /N /N

/SN /N /N /
\ /N /N

5 /'” >~
\ N/

So this point is two columns of hexagons over and one hexagon up.

(c) This second basis
( 1.42 0 >
0 J’\1.42
makes the computation easier

c 1.42 Le 0\ [567 N 1.42¢, =5.67
Lo \142) 304 1.42¢c, =3.14

(we get c2 ~ 2.21 and ¢; ~ 3.99), but it doesn’t seem to have to do much with
the physical structure that we are studying.

3 In terms of the basis the locations of the corner atoms are (0,0,0), (1,0,0), ...,
(1,1,1). The locations of the face atoms are (0.5,0.5,1), (1,0.5,0.5), (0.5,1,0.5),
(0,0.5,0.5), (0.5,0,0.5), and (0.5,0.5,0). The locations of the atoms a quarter of
the way down from the top are (0.75,0.75,0.75) and (0.25,0.25,0.25). The atoms a
quarter of the way up from the bottom are at (0.75,0.25,0.25) and (0.25,0.75,0.25).
Converting to Angstroms is easy.



4 (a) 195.08/6.02 x 10?3 = 3.239 x 10~2?
(b) Each platinum atom in the middle of each face is split between two cubes, so
that is 6/2 = 3 atoms so far. Each atom at a corner is split among eight cubes,
so that makes an additional 8/8 = 1 atom, so the total is 4.
(c) 4-3.239 x 10722 =1.296 x 10~2!
(d) 1.296 x 10721/21.45 = 6.042 x 10723 cubic centimeters
(e) 3.924 x 10~8 centimeters.

3.924 x 10-8 0 0
(f) { 0 , [ 3.924 x 1078 |, 0 )
0 0 3.924 x 108

Topic: Voting Paradoxes

1 This example yields a non-rational preference order for a single voter.

character experience policies

Democrat most middle least
Republican middle least most
Thard least most middle

The Democrat is better than the Republican for character and experience. The
Republican wins over the Third for character and policies. And, the Third beats
the Democrat for experience and policies.
2 First, compare the D > R > T decomposition that was covered in the Topic
—1 1 —1 ) —1
1 ]= 3 1]+ 1 |+ 3" 0
1 1 0 1
with the decomposition of the opposite T > R > D voter.
1 1 —1 —1
1| =di-|1]+da-| 1 +d3;-| O

—_
Wi N

—1 1 0 1
Obviously, the second is the negative of the first, and so dy = —1/3, d; = —2/3,
and d3 = —2/3. This principle holds for any pair of opposite voters, and so we

need only do the computation for a voter from the second row, and a voter from
the third row. For a positive spin voter in the second row,

c1—c¢c2—c3= 1 1) c1— Cy— c3= 1

C1+c¢C2 =1 7§—>lizz B /_>]pz+p3 2¢cy + c3= 0
—P1

c fez=—1 ’ (3/2)c3 =—2
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gives c3 = —4/3, ¢ = 2/3, and ¢y = 1/3. For a positive spin voter in the third
row,

C1 —C2 —C3 = 1 12 C1— C2— C3 = 1

c1+¢C2 =—1 7‘)]—1)92 = /ﬂf+p3 2¢c) + c3=-—2
—p1+p

¢ 4= 1 7 (3/2)c3= 1

gives c3 =2/3,c; =—4/3,and ¢y =1/3.

3 The mock election corresponds to the table on page 162 in the way shown in the
first table, and after cancellation the result is the second table.

positive spin

negative spin

positive spin

negative spin

D>R>T T>R>D D>R>T T>R>D
5 voters 2 voters 3 voters -canceled-
R>T>D D>T>R R>T>D D>T>R
8 voters 4 voters 4 voters -canceled-
T>D>R R>D>T T>D>R R>D>T
8 voters 2 voters 6 voters -canceled-

All three come from the same side of the table (the left), as the result from this
Topic says must happen. Now we can tally, using the canceled numbers
D D D D
U e Y e Y LY
3- % g t4 % g F6 % g = % g

to get the same outcome.

4 (a) A trivial example starts with the zero-voter election, which has a trivial
majority cycle, and adds any one voter. A more interesting example takes the
Political Science mock election and adds two T > D > R voters (to satisfy the
“addition of one more voter” criteria in the question we can add them one at a
time). The new voters have positive spin, which is the spin of the votes remaining
after cancellation in the original mock election. This is the resulting table of
voters and next to it is the result of cancellation.

positive spin | negative spin positive spin | negative spin
D>R>T T>R>D D>R>T T>R>D
5 voters 2 voters 3 voters -canceled
R>T>D D>T>R R>T>D D>T>R
8 voters 4 voters 4 voters -canceled-
T>D>R R>D>T T>D>R R>D>T
10 voters 2 voters 8 voters -canceled-




This is the election using the canceled numbers.

D D D D
3. 1@; 4. 'T/\;\R +8. 'T/ ‘D{ - 'T/ \R
1 1

NV ¥
- =1

The majority cycle has indeed disappeared.

(b) Reverse the prior exercise. That is, add a voter to the result of the prior
exercise that cancels the one who made the cycle disappear.

(c) One such condition is that, after cancellation, all three be nonnegative or all
three be nonpositive, and: |c| < |a + b| and |b|] < |a + ¢| and |a| < |[b + ¢|. That
follows from this diagram.

D D D D
741[ ‘\ﬂ b( ‘\ b C/ ‘\C 7u+b+c[ ‘\afb{c
T R T T R T R T R
\Q/V \b/f \771

a+b—c
5 (a) A two-voter election can have a majority cycle in two ways. First, the two
voters could be opposites, resulting after cancellation in the trivial election (with
the majority cycle of all zeroes). Second, the two voters could have the same
spin but come from different rows, as here.

D D D D
e e -

(b) There are two cases. An even number of voters can split half and half into
opposites, e.g., half the voters are D > R > T and half are T > R > D. Then
cancellation gives the trivial election. If the number of voters is greater than one
and odd (of the form 2k + 1 with k > 0) then using the cycle diagram from the
proof,

D D D D
ﬂ'/ ‘\ b'/ ‘\ o [ ‘\ HHHC'/ ‘\afbﬂ
TR + TR + TR = T R
a b —c a+b—c
we can take a = k and b = k and ¢ = 1. Because k > 0, this is a majority cycle.
6 It is nonempty because it contains the zero vector. To see that it is closed under
linear combinations of two of its members, suppose that ¥; and ¥, are in U+ and
consider ¢V 4 c2V,. For any U € U,

(ciVi +cava) el =c1 (Vi eU) +ca(Vaetd) =c1-0+¢c2-0=0

and so ¢V + ¢,V € Ut
As to whether it holds if U is a subset but not a subspace, the answer is yes.
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Topic: Dimensional Analysis

1 (a) Assuming that this
(L] MOTO)‘p1 (L] MOTO)‘pz (L] MOT—1 )‘p3 (LOMOTO)p4 (L1 MOT_Z)pS (LOMOT] )‘pg
equals LOMOTO gives rise to this linear system
pi+p2+ ps+ ps =0
—Pp3 —2p5s +ps =0
(there is no restriction on p4). The natural parametrization uses the free variables

to give p3 = —2ps5 + pe and p1 = —p2 + p5s — ps. The resulting description of
the solution set

P —1 0 1 —1
P2 1 0 0 0
P3 0 0 -2 1
= R
{ - P2 o | FPalq| TP o | TP o | P2,P4,P5,P6 € R}
Ps 0 0 1 0
Pe 0 0 0 1

gives {y/x,0,xt/vo%,vot/x} as a complete set of dimensionless products (recall
that “complete” in this context does not mean that there are no other dimensionless
products; it simply means that the set is a basis). This is, however, not the set
of dimensionless products that the question asks for.

There are two ways to proceed. The first is to fiddle with the choice of
parameters, hoping to hit on the right set. For that, we can do the prior
paragraph in reverse. Converting the given dimensionless products gt/vo, gx/vé,
qy /vé, and 0 into vectors gives this description (note the ?’s where the parameters
will go).

P 1 0 0

P2 0 0 1 0

P3| _ , —1 2 -2 2 -2 0 -
{ P4 1o +_7 0 + _¢ 0 + P4 1 | P2,P4,P5,P6 € R}

Ps 1 1 1 0

Ps 1 0 0 0

The p4 is already in place. Examining the rows shows that we can also put in
place pg, P1, and p2.

The second way to proceed, following the hint, is to note that the given set is
of size four in a four-dimensional vector space and so we need only show that it
is linearly independent. That is easily done by inspection, by considering the
sixth, first, second, and fourth components of the vectors.
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(b) The first equation can be rewritten

X t
9 :g—cose
voZ v

so that Buckingham'’s function is f;(TTy, 112, T13,T14) = Ty — TT; cos(TT4). The
second equation can be rewritten

2
gy gt . 1 (gt
9% _Frano— - (2
Vo2 Vosm Z(v())

and Buckingham’s function here is o (TTy,T12,T13,T14) = TI3 — TT; sin(TT4) +
(1/2)11,2.
2 Consider
(LOMOT71 )p1 (L1 MflTZ)pz (L73M0T0)p3 (LOM1TO)p4 _ (LOMOTO)

which gives these relations among the powers.

P2 —3p3 =0 rovps rtg —p1+ 2p2 =0
—p2 +ps=0 = —p. +ps=0
—p1+ 2p2 =0 —3p3+ps=0

This is the solution space (because we wish to express k as a function of the other
quantities, we take p, as the parameter).

2

1
{ 1/3 p2lp2 €R}
1

Thus, Ty = v2kN'/3m is the dimensionless combination, and we have that k
equals v 2N~'/3m~7 times a constant (the function f is constant since it has no
arguments).

3 (a) Setting
(L2M1T72)p1 (LOMOT71)PZ(L3MOTO)p3 _ (LOMOTO)

gives this
2p, +3p3 =0
P1 =0
—2p1 —p2 =0

which implies that p; = p» = p3 = 0. That is, among quantities with these
dimensional formulas, the only dimensionless product is the trivial one.
(b) Setting

(L2M1T72)p1 (LOMOT71 )pz(LSMOTO)pg (L73M1 TO)p4 — (LOMOTO)
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gives this.
2p; +3p3 —3ps =0
P1 + pa=0
—2p1 —p2 =0
120t . 2p, + 3p3—  3psa=0
P1+pP2 pz_r>>3 —p> + 3p3 o 3p4 —0

(—=3/2)p3 +(5/2)pa =0
Taking p; as parameter to express the torque gives this description of the solution

set.
1

R
{ 3P1|P1€}

-2
-5/

—1
Denoting the torque by T, the rotation rate by r, the volume of air by V, and
the density of air by d we have that TT; = tr—2V~>/3d~1, and so the torque is
r2V>/3(d times a constant.

4 (a) These are the dimensional formulas.

dimensional
quantity  formula
speed of the wave v | L'MOT~!
separation of the dominoes d | L'MO°T?
height of the dominoes h | L'M°TO
acceleration due to gravity g | L'M°T—2

(b) The relationship

(]_1 MOT71 )‘p1 (L1 MOTO)pz (L1 MO-rO)‘p;, (L1 MOT*Z)p4 _ (LOMOTO)

gives this linear system.

P1+Pp2+p3s+ pa=0

P1+pP2+p3+psa=0

P2+p3—ps=0

Taking p3 and p4 as parameters, we can describe the solution set in this way.

0=0 P&
—P1 —2ps=0
0 -2
—1 1
{ LR
0 1

Pa | P3,pa € R}

That gives {TT; = h/d,TT, = dg/v?} as a complete set.
(c) Buckingham’s Theorem says that v> = dg-f(h/d) and so, since g is a constant,

if h/d is fixed then v is proportional to v/d .
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5 Checking the conditions in the definition of a vector space is routine.
6 (a) The dimensional formula of the circumference is L, that is, L'M°T°. The
dimensional formula of the area is L°.

(b) Oneis C + A = 27tr + mr?.

(c) One example is this formula relating the the length of arc subtended by an
angle to the radius and the angle measure in radians: { — 10 = 0. Both terms in
that formula have dimensional formula L'. The relationship holds for some unit
systems (inches and radians, for instance) but not for all unit systems (inches
and degrees, for instance).






ééapm Tteree
aps Between Spaces
Sectl

Isomorphisms

Three.l.1: Definition and Examples

Three.l.1.12  (a) Call the map f.

a

b

It is one-to-one because if f sends two members of the domain to the same image,
that is, if f ((a b)) =f ((c d)), then the definition of f gives that

6=

and since column vectors are equal only if they have equal components, we have

(a b)ri>

that a = ¢ and that b = d. Thus, if f maps two row vectors from the domain to
the same column vector then the two row vectors are equal: (a b) = (¢ d).

To show that f is onto we must show that any member of the codomain R? is
the image under f of some row vector. That’s easy;

)
is f ((x y)).

The computation for preservation of addition is this.

t(lab)+(c d)=f((atc b+a)= (gi;)

_ (g) N (3) =t((a ) +f((c @)

The computation for preservation of scalar multiplication is similar.

f(r(av) =f((ra ) = C‘O’l) = (g) =r-f((a b))
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(b) Denote the map from Example 1.2 by f. To show that it is one-to-one, assume
that f(ap + ajx + axx?) = f(bg + byx + byx?). Then by the definition of the

function,
ap bo
aq = b]
az bz

and so ap = bg and a; = by and a; = b,. Thus ag+aix+arx? = bo+bx+brx?,
and consequently f is one-to-one.
The function f is onto because there is a polynomial sent to

a
b
C

by f, namely, a + bx + cx?.
As for structure, this shows that f preserves addition
f((ao+ax+ ax?) + (bo + bix + bzxz))
= f((ao +bo) + (a1 +b1)x + (a2 + b2)x*)

ao + bo
=|a+by

az + by

ao bo
=|ai | +|b;g

az b2

f(ag + a1x 4+ axx?) 4+ f(bo + bix + bax?)
and this shows
f(r(ao + a1x 4+ axx?) ) = f( (rao) + (raj)x + (raz)x?)

TAo
= | Ty
Ta

ao
=T |
az
=rflap +ajx+ azxz)
that it preserves scalar multiplication.

Three.l.1.13 These are the images.
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5 0 —1
b
(a) (_z> (b) (2> (© ( : )

To prove that f is one-to-one, assume that it maps two linear polynomials to

the same image f(a; + b1x) = f(az + bax). Then

ay — b] - a; — bz
by - b2
and so, since column vectors are equal only when their components are equal,
b; = b, and a; = a,. That shows that the two linear polynomials are equal, and

so f is one-to-one.
To show that f is onto, note that this member of the codomain

S
t
is the image of this member of the domain (s + t) + tx.
To check that f preserves structure, we can use item (2) of Lemma 1.11.

fcr-(ar +bix) +c2- (a2 +bzx)) =f((crar +c2az) + (c1br +c2b2)x)

_ [ (era1 +c2a2) — (c1by + c2b2)
c1by +c2by

—r <<l1 b]) by (az bz)
by b2
=c7-f(a; +bix) +cz - f(az + bax)
Three.l.1.14 To verify it is one-to-one, assume that fi(cix + coy +c3z) = fi(dix +

doy+dsz). Then ¢y 4cox+c3x? = dy+dax+dszx? by the definition of f;. Members
of P, are equal only when they have the same coefficients, so this implies that ¢; = d;
and c; = d; and c3 = d3. Therefore fi(cix + coy + c3z) = f1(dix + day + d32)
implies that c1x + coy + c3z = d1x + dy + d3z, and so f; is one-to-one.

To verify that it is onto, consider an arbitrary member of the codomain a; +
arx + azx? and observe that it is indeed the image of a member of the domain,
namely, it is f1(a;x + a;y + asz). (For instance, 0 + 3x + 6x? = f1(0x + 3y + 62).)

The computation checking that f; preserves addition is this.

f1 ((c1x 4+ c2y + c3z) + (dix + day + d3z))
=f1 ((c1 +di)x+ (c2 +d2)y + (c3+d3)z)
= (c1+d1) + (c2 + d2)x + (c3 + d3)x?
= (c1 + cax +c3x?) + (dy 4 dax + d3x?)
=fi(cix+cay +c3z) + f1(dix + day + d3z)
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The check that f; preserves scalar multiplication is this.

fi(r-(cix +cay+c3z)) = fi((rer)x + (re2)y + (re3)z)

= (req) + (re2)x + (re3)x?

=71-(c1 +cax+c3x?)

=r-fi(cix+c2y +c32)

Three.l.1.15 To see that the map is one-to-one suppose that t(V;) = t(V,), aiming
to conclude that ¥; = ¥,. That is, t(a;x? +bix +¢1) = t(azx? + bax +c3). Then
bix? —(a; +c1)x+a; =byx? — (a2 +c2)x+ a, and because quadratic polynomials
are equal only if they have have the same quadratic terms, the same constant terms,
and the same linear terms we conclude that by = b, that a; = a;, and from
that, ¢y = c;. Therefore a1x? +byx + ¢ = azx? + bax + ¢, and the function is
one-to-one.

To see that the map is onto, we suppose that we are given a member w of the
codomain and we find a member V of the domain that maps to it. Let the member
of the codomain be W = px? + qx + . Observe that where V = rx% + px + (—q — 1)
then t(V) = w. Thus t is onto.

To see that the map is a homomorphism we show that it respects linear combi-
nations of two elements. By Lemma 1.11 this will show that the map preserves the
operations.

t(r1(a1x? + bix+¢1) 4+ r2(axx? + bax +¢2))
=t((r1a; +12a2)x? + (r1by +12b2)x + (r1¢1 +12¢2))
= (b1 +12b2)x? — ((r1a7 +1202) + (T1e1 +1202))x + (1101 +T202)
= (r1by)x? — (r1a; + r1c))x + a7 + (12b2)x% — (202 + 1202)x + 1202
=1t(arx? + bix +c1) +m2t(axx? + boyx + c2)

Three.l.1.16 'We first verify that h is one-to-one. To do this we will show that
h(V7) = h(V,) implies that V; = V,. So assume that

aq az
B b b B
) =h(| ") =n(] ?|)=hE)
C1 C2
d; d>

which gives

¢ a+di\ [ ax+d
by d; ~ \by ds
from which we conclude that ¢; = ¢, (by the upper-left entries), by = b, (by the

lower-left entries), d; = d, (by the lower-right entries), and with this last we get
a; = ay (by the upper right). Therefore v; = V.
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Next we will show that the map is onto, that every member of the codomain
My is the image of some four-tall member of the domain. So, given

w= T " € Max2
P q

observe that it is the image of this domain vector.
n—q

P
m

q

To finish we verify that the map preserves linear combinations. By Lemma 1.11
this will show that the map preserves the operations.

aj az Tia; + 71202
b b T1by +12b
h(T]' 1 1y 2 ):h( 101 202
c1 C2 T1C1 +T12C2
d; d, T1dy +12d2
[ micr+Tr2c2 (r1ar +1202) + (r1dy +12d2)
T1b1 +12b2 T1dy +12d2
. c1 ay+dq . ¢ ax+d;
e 2\b, @
a az
b b
=ri-h(f P pamen 2D
C1 C2
dq dz

Three.l.1.17  (a) No; this map is not one-to-one. In particular, the matrix of all
zeroes is mapped to the same image as the matrix of all ones.
(b) Yes, this is an isomorphism.
It is one-to-one:

. aj b] o az bz
if f( (C] d]>) _f( <C2 d2>)

ar +by +c1+dy a +by+cy+d2
a; +by +¢; a +by+c2
then =
aj + by az + by
aq az

gives that a; = a;, and that by = by, and that ¢; = ¢, and that d; = d;.
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It is onto, since this shows
X
w o oz—w
Y1 = f(( ))
z y—z x—y
w

that any four-tall vector is the image of a 2x 2 matrix.
Finally, it preserves combinations

aq b] ap bz
f . .
(1 <c1 d1> +12 (Cz d2> )

— (T’](l] + 1202 T1by +T2b2>
Tic1 + 1202 Tidy +12d2
Tiay +---+712d2
Tiap + -+ 1202
Tia; 4+ - +12b2
Tia; +raz

ay +---+dy a +---+d
— ar+---+¢y b1y a+---+c2
aj + by a + by
aq az

o a; by a by
s Do ¥)

and so item (2) of Lemma 1.11 shows that it preserves structure.
(c) Yes, it is an isomorphism.

To show that it is one-to-one, we suppose that two members of the domain
have the same image under f.

ar by), _faz bz
f(<C1 d1>)_f(<cz dz>)

This gives, by the definition of f, that ¢ + (di +c1)x + (b1 + a;)x? + a1x® =
c2 + (da + c2)x + (b + a2)x? + apx> and then the fact that polynomials are
equal only when their coefficients are equal gives a set of linear equations

c1=c

di+ci=dry+ca

bi+ar=by+a
ar =az

that has only the solution a; = a,, by = by, ¢y =c¢2, and dy = d,.
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To show that f is onto, we note that p + qx + mx* + sx> is the image under f

of this matrix.
s T—S8
P q9—p

We can check that f preserves structure by using item (2) of Lemma 1.11.

aq b] az bz
f(ry - 4715
(r <C1 dl) 2 (Cz dz>)
_ Ti1a; + 1202 T1by +T12b3
TiC1 +12C2 T1d7 +T12d2
= (r1cq +1202) + (r1dy +12d2 + 1107 +1202)%
+ (r1by +12bs +11a7 + T2a2)x% + (rra; +raa2)x3

=71 (c1+ (d1 +c1)x+ (b1 +ar)x? + arx®)
+15 - (cz + (dy +c2)x + (by + az)x? + a2x3)

_ a; by a by
B )

(d) No, this map does not preserve structure. For instance, it does not send the
matrix of all zeroes to the zero polynomial.

Three.l.1.18 It is one-to-one and onto, a correspondence, because it has an inverse
(namely, f~'(x) = ¥/x). However, it is not an isomorphism. For instance, f(1) +
f(1) £ f(14+1).

Three.l.1.19 Many maps are possible. Here are two.

(a b)— <b> and (a b)+— (2(1)
a b

The verifications are straightforward adaptations of the others above.

Three.l.1.20 Here are two.

aq Qo + aq
ap + arx+ azx2 — | ao and ap+aix+ azxz — aq
az az

Verification is straightforward (for the second, to show that it is onto, note that

S
t
u

is the image of (s —t) + tx + ux?).
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Three.l.1.21 The space R? is not a subspace of R3 because it is not a subset of R3.
The two-tall vectors in R? are not members of R3.
The natural isomorphism t: R?> — R3 (called the injection map) is this.

X
<X> — y
Y 0

This map is one-to-one because

X X he X2
f( ! ) =f( 2 ) implies yi |l =1vy2
Y1 Y2 0 0

which in turn implies that x; = x, and y; = y,, and therefore the initial two

two-tall vectors are equal.
x X
y | =fl ( ))
O y

To show that this map preserves structure, we will use item (2) of Lemma 1.11
and show

X X C1X71 +C2% C1%1 +C2%2
f(cr - T e ) = f( b 2r2 )= | ciyr +cay2
Y1 Y2 c1yr +c2y2

0

X1 X2 X1 Xs
=ci-|yr|+c2-|y2 =C1'f(< >)+Cz'f(< >)
0 0 u Yz

that it preserves combinations of two vectors.
Three.l.1.22 Here are two:

Because

this map is onto the xy-plane.

T T T
™ hoTn ™ T
— and . —
Ti6
T16 T16 T16

Verification that each is an isomorphism is easy.
Three.l.1.23 When k is the product k = mn, here is an isomorphism.

T
T T2 -
2

Tmn r
mn

Checking that this is an isomorphism is easy.



Answers to Ezercises 147

Three.l.1.24 If n > 1 then P, = R™. (If we take P_; and R® to be trivial
vector spaces, then the relationship extends one dimension lower.) The natural

isomorphism between them is this.
ao
aj

a4+ a1x+ -+ an_1x" ' —

an—1
Checking that it is an isomorphism is straightforward.
Three.l.1.25 This is the map, expanded.
flap + arx + axx? + azx® + asx* + asx°)
—ao+ai(x—1+a(x—1)2+a3(x—1)3
+as(x—1*+as(x—1)°
—a+a(x—1)+a(x? —=2x+1)
+az(x> =3x* +3x—1)
+ag(xt —4x3 +6xF —dx+1)
+as(x® —5x* +10x> —10x* + 5x — 1)
=(ap—aj+a;—az+as—as)
+ (a7 —2a3 + 3a3 —4a4 + 5as)x
+ (a2 —3az + 6a4 — 10as)x*
+ (a3 —4a4 + 10as)x>
+ (a4 — 5a5)x* + asx°
This map is a correspondence because it has an inverse, the map p(x) — p(x +1).
To finish checking that it is an isomorphism we apply item (2) of Lemma 1.11
and show that it preserves linear combinations of two polynomials. Briefly, f(c -
(ag+ajx+---+asx®)+d- (byg +byx +---+ bsx’)) equals this
(cap —caj +caz —caz +cag —cas + dbo — dby + db, — dbz + dbs — dbs)
+ -+ (cas + dbs)x’
which equals ¢ - f(ag + ajx +--- 4+ asx®) +d - f(bo +bix + - - + bsx>).
Three.l.1.26 No vector space has the empty set underlying it. We can take V to be
the zero vector.

Three.l.1.27 Yes; where the two spaces are {d} and {b}, the map sending d to b is
clearly one-to-one and onto, and also preserves what little structure there is.

Three.l.1.28 A linear combination of n = 0 vectors adds to the zero vector and so
Lemma 1.10 shows that the three statements are equivalent in this case.
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Three.l.1.29 Consider the basis (1) for Py and let f(1) € R be k. For any a € P,
we have that f(a) = f(a-1) = af(1) = ak and so f’s action is multiplication by k.
Note that k # 0 or else the map is not one-to-one. (Incidentally, any such map
a +— ka is an isomorphism, as is easy to check.)

Three.l.1.30 In each item, following item (2) of Lemma 1.11, we show that the map
preserves structure by showing that the it preserves linear combinations of two
members of the domain.

(a) The identity map is clearly one-to-one and onto. For linear combinations the
check is easy.

id(cq -V +¢2 - V2) = 1V + c2V2 = ¢1 - 1d(Vy) + ¢z - id(V2)

(b) The inverse of a correspondence is also a correspondence (as stated in the
appendix), so we need only check that the inverse preserves linear combinations.
Assume that Wi = f(V;) (so f~'(Wq) = V1) and assume that W, = (V).

£ (et Wi +ea-Wa) =1 (¢ - f(¥) +ca- f(¥2))
=1 1(f(c1V1 + c2V2))
=c1Vq + oV
=cy-f (W) +ca (W)
(c) The composition of two correspondences is a correspondence (as stated in the

appendix), so we need only check that the composition map preserves linear
combinations.

g Of(C] V1 +c2 ~\72) = g(f(Cﬂ_ﬁ -I—Cz\_)'z))
=g(cr-f() +c2- (W)
=cy-g(f(H1)) + c2 - g(f(¥2))
=cy-gof(Vi)+ca2-gof(iz)

Three.l.1.31 One direction is easy: by definition, if f is one-to-one then for any w € W
at most one ¥V € V has f(V) = w, and so in particular, at most one member of V is
mapped to Ow. The proof of Lemma 1.10 does not use the fact that the map is a
correspondence and therefore shows that any structure-preserving map f sends Ov
to GW

For the other direction, assume that the only member of V that is mapped
to Ow is Oy. To show that f is one-to-one assume that f(¥;) = (V). Then
f(Vh)—f(V2) = Ow and so f(Vh —Vo) = Ow - Consequently v; —V, = 6\/, 80 V1 = Vs,
and so f is one-to-one.

Three.l.1.32 We will prove something stronger —not only is the existence of a depen-
dence preserved by isomorphism, but each instance of a dependence is preserved,
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that is,

Vi=CiVi+ - F CiVier + CiprVigr oo+ eV

= f(Vi) =carf(V1) + -+ ciaf(Vier) + cipr1f(Vier) + - + af (V).
The = direction of this statement holds by item (3) of Lemma 1.11. The <
direction holds by regrouping

Vi) =cif(Vi) + -+ ciaf(Vir) + cip1 f(Vigr) + - + e (Vi)

=flc1Vh + -+ ciVior + cipVier + -+ ci)

and applying the fact that f is one-to-one, and so for the two vectors V; and
CiVi + -+ ci1Vii1 +cip1fVig1 + - + cikf(Vi to be mapped to the same image
by f, they must be equal.

Three.l.1.33  (a) This map is one-to-one because if ds (V1) = ds(V2) then by definition
of the map, s-V; = s-V, and so V; =V, as s is nonzero. This map is onto as any
W € R? is the image of V = (1/s) - W (again, note that s is nonzero). (Another
way to see that this map is a correspondence is to observe that it has an inverse:
the inverse of d; is dys.)

To finish, note that this map preserves linear combinations
ds(ct -V +c2 - V2) = s(c1Vy + c2V2) = cysVy +c2sV2 = ¢1 - ds(Vi) +c2 - ds(V2)
and therefore is an isomorphism.

(b) As in the prior item, we can show that the map tg is a correspondence by
noting that it has an inverse, t_g.

That the map preserves structure is geometrically easy to see. For instance,
adding two vectors and then rotating them has the same effect as rotating first
and then adding. For an algebraic argument, consider polar coordinates: the map
tg sends the vector with endpoint (r, ) to the vector with endpoint (v, ¢ + 0).
Then the familiar trigonometric formulas cos(¢ + 6) = cos p cos0 —sin P sin 0
and sin(¢$ + 0) = sin d cos O + cos ¢ sin 0 show how to express the map’s action
in the usual rectangular coordinate system.

X rcosd\ t, [rcos(d+6) xcos® —ysin 0
= . — . = .
y Tsin ¢ rsin(¢p + 0) xsin® + ycos O
Now the calculation for preservation of addition is routine.

X1 +%2 o, (x1 +x2)cos® — (y; +y2)sind
Y1 +y2 (x1 +x2)8in0 + (y1 +ya2)cos6

X1 cos® —yqsin® x2c0s0 —y,sin6
= . + .
X1 8in0 +yq cosO X2 8in 0 4y, cos O

The calculation for preservation of scalar multiplication is similar.
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(c) This map is a correspondence because it has an inverse (namely, itself).

As in the last item, that the reflection map preserves structure is geometrically
easy to see: adding vectors and then reflecting gives the same result as reflecting
first and then adding, for instance. For an algebraic proof, suppose that the line
¢ has slope k (the case of a line with undefined slope can be done as a separate,
but easy, case). We can follow the hint and use polar coordinates: where the line
{ forms an angle of ¢ with the x-axis, the action of f; is to send the vector with
endpoint (rcos 0, rsin0) to the one with endpoint (rcos(2¢p — 0),rsin(2¢p — 0)).

e = LA

To convert to rectangular coordinates, we will use some trigonometric formulas,
as we did in the prior item. First observe that cos ¢ and sin ¢ can be determined
from the slope k of the line. This picture

xV/1 + kx
el
X
gives that cosd = 1/v1 +k? and sin ¢ = k/v/1 + k?. Now,

cos(2¢ — 0) = cos(2¢) cos O + sin(2¢) sin O
= (cos? ¢ —sin” ¢) cos0 + (2sin P cos d) sin O

B 1,k K 1 .
(e R G B

1—%? 2k .
= <1+kz> cosO + (] +k2> sin @
and thus the first component of the image vector is this.
1—%? 2k
T+ ey
A similar calculation shows that the second component of the image vector is
this.

T-cos(2p —0) =

2k 1—k?
T+K2 ”
With this algebraic description of the action of f,

x\ o [(1—=K2/T+Kk?)-x+ (2k/1+%?) -y
= 2 2 2
y (2k/T+ k%) - x—(1—k“/1+k*) -y

checking that it preserves structure is routine.

r-sin(2p —0) =

Three.l.1.34 First, the map p(x) — p(x + k) doesn’t count because it is a version
of p(x) — p(x — k). Here is a correct answer (many others are also correct):
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ao + a1x + axx? — as + apx + a;x2. Verification that this is an isomorphism is
straightforward.

Three.l.1.35 (a) For the ‘only if’ half, let f: R — R' to be an isomorphism. Con-
sider the basis (1) C R'. Designate f(1) by k. Then for any x we have that
f(x) =f(x-1) =x-f(1) = xk, and so f’s action is multiplication by k. To finish
this half, just note that k # 0 or else f would not be one-to-one.

For the ‘if’ half we only have to check that such a map is an isomorphism
when k # 0. To check that it is one-to-one, assume that f(x;) = f(x2) so that
kx1 = kx, and divide by the nonzero factor k to conclude that x; = x,. To check
that it is onto, note that any y € R' is the image of x = y/k (again, k # 0).
Finally, to check that such a map preserves combinations of two members of the
domain, we have this.

flcixs +caxa) =k(cix1 + cax2) = crkxy + cokxa = c1f(xq) + c2f(x2)
(b) By the prior item, f's action is x — (7/3)x. Thus f(—2) = —14/3.
(c) For the ‘only if’ half, assume that f: R> — R? is an automorphism. Consider
the standard basis &, for RZ. Let

(&) = <‘Cl> and (&) = (Z).

Then the action of f on any vector is determined by by its action on the two
basis vectors.

f((jj)) = f{x- &1 4+y-&2) = x-F(E) +y-F(&) = x- (j) +y- @ = (2;‘123)

To finish this half, note that if ad —bc = 0, that is, if f(€5) is a multiple of f(&7),
then f is not one-to-one.

For ‘if’ we must check that the map is an isomorphism, under the condition
that ad — bc # 0. The structure-preservation check is easy; we will here show
that f is a correspondence. For the argument that the map is one-to-one, assume

this.
f <x1>) _ <xz>) and so <ax1 +by1> _ (axz +by2>
Y1 Y2 cx1 + dy; cx2 + dyz
Then, because ad — bc # 0, the resulting system
a(x1 —x2) +b(yr —y2) =0
c(x1 —x2) +d(yr —y2) =0
has a unique solution, namely the trivial one x; —x, =0 and y; —y = 0 (this
follows from the hint).
The argument that this map is onto is closely related —this system
axj +by; =x
cx1 +dyr =y
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has a solution for any x and y if and only if this set

(&G

spans R?, i.e., if and only if this set is a basis (because it is a two-element subset
of R?), i.e., if and only if ad — bc # 0.
(d)

(A=) ()=l () =(5)-()- (%)

Three.l.1.36 There are many answers; two are linear independence and subspaces.

First we show that if a set {V,...,V,, } is linearly independent then its image
{f(#1),...,f(V)} is also linearly independent. Consider a linear relationship among
members of the image set.

0=cif(V1)+ - +enf(Vn) =flc1Vi) +- - -+ flenva) = f(c1Vy + - - + cnVin)

Because this map is an isomorphism, it is one-to-one. So f maps only one vector
from the domain to the zero vector in the range, that is, ¢c1V +- - - +cnVn equals the
zero vector (in the domain, of course). But, if {Vy,...,V } is linearly independent
then all of the c’s are zero, and so {f(V7),...,f(V,)} is linearly independent also.
(Remark. There is a small point about this argument that is worth mention. In
a set, repeats collapse, that is, strictly speaking, this is a one-element set: {V,V},
because the things listed as in it are the same thing. Observe, however, the use of
the subscript n in the above argument. In moving from the domain set {Vi,...,Vy }
to the image set {f(V),...,f(V)}, there is no collapsing, because the image set
does not have repeats, because the isomorphism f is one-to-one.)

To show that if f: V — W is an isomorphism and if U is a subspace of the
domain V then the set of image vectors f(U) ={w € W | w = f({i) for some i € U}
is a subspace of W, we need only show that it is closed under linear combinations
of two of its members (it is nonempty because it contains the image of the zero
vector). We have

c1 - f(thh) + ez - f(2) = flertin) + fez2tz) = ferily + cailz)
and cyiy 4 ¢y, is a member of U because of the closure of a subspace under
combinations. Hence the combination of f(ii;) and (i) is a member of f(U).
Three.l.1.37  (a) The association

Cq
Lz -  Repy ()
P=ciPi+cPatciBs — |c2

C3

is a function if every member ¢ of the domain is associated with at least one
member of the codomain, and if every member p of the domain is associated with
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at most one member of the codomain. The first condition holds because the basis
B spans the domain—every p can be written as at least one linear combination
of [§ 's. The second condition holds because the basis B is linearly independent —
every member P of the domain can be written as at most one linear combination
of the B”s.

(b) For the one-to-one argument, if Repg (P) = Repg(q), that is, if Repg(p1 B1+
p2B2 +p3B3) = Repg(qiB1 + q262 + q3B3) then

P1 q1
P2 =142
P3 qs3

and so p1 = q1 and p2 = q2 and p3 = 3, which gives the conclusion that p = q.
Therefore this map is one-to-one.
For onto, we can just note that

a
b
¢

equals RepB(a[31 + b[§2 + ng), and so any member of the codomain R3 is the
image of some member of the domain P;.

(c) This map respects addition and scalar multiplication because it respects
combinations of two members of the domain (that is, we are using item (2) of
Lemma 1.11): where p = p; 61 —|—pz[§2 +p3[§3 and § = q; [?;1 + qugz + q3[§3, we
have this.

Repg(c-P+d-q) = Repg((cpr +dq1)B1 + (cp2 +dq2)B2 + (cps + dq3)B3)

cp1 +dq;
= | cp2+dq2
cp3 +dqs
P1 q1
=c-|p2|+d-|q
P3 qs3

= Repg (P) + Repg (q)

(d) Use any basis B for P, whose first two members are x + x? and 1 — x, say
B={(x+x*1—x,1).

Three.l.1.38 See the next subsection.

Three.l.1.39  (a) Most of the conditions in the definition of a vector space are routine.
We here sketch the verification of part (1) of that definition.
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For closure of U x W, note that because U and W are closed, we have that
U1 +U, € Uand wy+w, € W and so (U +1z, w1 +W;) € UxW. Commutativity
of addition in U x W follows from commutativity of addition in U and W.

(T, Wi )+(ti2, W2) = (U412, W1 +W2) = (U4, Wo+W1) = (U2, W2 )+ (U1, W1)

The check for associativity of addition is similar. The zero element is (6u, GW) €
U x W and the additive inverse of (i, w) is (—1i, —W).

The checks for the second part of the definition of a vector space are also
straightforward.
(b) This is a basis

(, <8>),(x, (g)),(x% <g>),m, (;)),(1, <$>)>

because there is one and only one way to represent any member of P, x R? with
respect to this set; here is an example.

(342x+x2, (Z)) =3-(1, (g) )+2-(x, (g))ﬂxz, <8>)+5-(1, (;) )+4-(1, (?)J

The dimension of this space is five.
(c) We have dim(U x W) = dim(U) + dim(W) as this is a basis.

((fi1,0w); - -, (faim(u), Ow ), (Ou, @1); - - -, (Ou, Batim(w)))

(d) We know that if V.= U & W then each V € V can be written as V=1U+ W in
one and only one way. This is just what we need to prove that the given function
an isomorphism.

First, to show that f is one-to-one we can show that if f ((t, w1)) = ((Uz, W2)),
that is, if U; + w; = iU, + W» then U; = U, and Wy = w,. But the statement
‘each V is such a sum in only one way’ is exactly what is needed to make this
conclusion. Similarly, the argument that f is onto is completed by the statement
that ‘each Vv is such a sum in at least one way’.

This map also preserves linear combinations

fleq - (Ur,Wr) +cz - (2, W2)) = f( (c1Uy + c2li2, 1 W7 +c2W2) )
=cilU; + oy + W1 + oW
=city + Wy + cally + W2

=C ~f( (ﬂ],W]))+C2'f( (ﬂZ)WZJ)

and so it is an isomorphism.
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Three.l.2: Dimension Characterizes Isomorphism

Three.l.2.10 Each pair of spaces is isomorphic if and only if the two have the same

dimension. We can, when there is an isomorphism, state a map, but it isn’t strictly
necessary.

(a) No, they have different dimensions.
(b) No, they have different dimensions.
(c) Yes, they have the same dimension. One isomorphism is this.

a
abc'_>_
d e f :

f

(d) Yes, they have the same dimension. This is an isomorphism.

a+bx+--+ X (3 : ;)

(e) Yes, both have dimension 2k.

Three.l.2.11 Just find the dimension of each space, for instance by finding a basis,

and then spaces with the same dimension are isomorphic. This lists the dimension
of each space.

@3 ()4 (4 (4 ()3

Three. 212 (a) Repy(3 —2x) = ( 52> (b) (g) (c) (ﬂ)

Three.l.2.13 For each, the simplest thing is to find the dimension of the space by
finding a basis. For each basis given below, We will omit the verification that it is
a basis.

(a) It is isomorphic to R>. One basis for P4 is {x*,x3,x?,%, 1} so the space has
dimension 5.

(b) It is isomorphic to R? since one basis for the space P; ={a +bx|a,b e R}is
{1,x}.

(c) It is isomorphic to R®. One basis has these six matrices.

100 010y (000
00 o0/>\0 0 0)’ 0 0 1

(d) It is a plane so it is isomorphic to R?. For a more extensive answer, parametriz-
ing the plane gives this vector description

x 12 12
{{ul=11 |y+ 0 z|ly,z € R}
z 0 1

and so it has a basis consisting of those two vectors.
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(e) It is isomorphic to R3. One basis is the set of linear combinations {x,y,z},
that is, {x + 0y + 0z,0x +y + 0z,0x + Oy + z}.

Three.l.2.14 They have different dimensions.
Three.l.2.15 Yes, both are mn-dimensional.

Three.l.2.16 Yes, any two (nondegenerate) planes are both two-dimensional vector
spaces.

Three.l.2.17 There are many answers, one is the set of Py (taking P_; to be the
trivial vector space).

Three.l.2.18 False (except when n = 0). For instance, if f: V — R™ is an isomorphism
then multiplying by any nonzero scalar, gives another, different, isomorphism.
(Between trivial spaces the isomorphisms are unique; the only map possible is
6v — 0\/\/)

Three.l.2.19 No. A proper subspace has a strictly lower dimension than it’s super-
space; if U is a proper subspace of V then any linearly independent subset of U
must have fewer than dim(V) members or else that set would be a basis for V, and
U wouldn’t be proper.

Three.l.2.20 Where B = <§1 N En>, the inverse is this.

Cq
= c1B1+ -+ CnPn
Cn
Three.l.2.21 All three spaces have dimension equal to the rank of the matrix.
Three.l.2.22 We must show that if @ = b then f(&@) = f(b). So suppose that a; [31 +

oo+ anPn=b1B1+ -+ bnPn. Each vector in a vector space (here, the domain
space) has a unique representation as a linear combination of basis vectors, so we

can conclude that a; = by, ..., a, = b,,. Thus,
aj b
f(@) = = = f(b)
an bn

and so the function is well-defined.
Three.l.2.23 Yes, because a zero-dimensional space is a trivial space.

Three.l.2.24  (a) No, this collection has no spaces of odd dimension.
(b) Yes, because Py = RK*1,
(c) No, for instance, Mpy3 = M3x2.
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Three.l.2.25 One direction is easy: if the two are isomorphic via f then for any basis
B C V, the set D = f(B) is also a basis (this is shown in Lemma 2.4). The check
that corresponding vectors have the same coordinates: f(c; [§ 1+ +cCn Bn) =
c1f(B1) 4+ +cnf(Bn) =c187 + -+ + cndy is routine.

For the other half, assume that there are bases such that corresponding vectors
have the same coordinates with respect to those bases. Because f is a correspondence,
to show that it is an isomorphism, we need only show that it preserves structure.
Because Repg (V) = Repp(f(V)), the map f preserves structure if and only if
representations preserve addition: Repg(Vy + V) = Repg (Vi) + Repg(V2) and
scalar multiplication: Repg(r-V) = r- Repg (V) The addition calculation is this:
(c1+d1)B1+ -+ (cn+dn)Bn =c1B1 + -+ cnfn+diB1 + -+ dnfn, and
the scalar multiplication calculation is similar.

Three.l.2.26  (a) Pulling the definition back from R* to P3 gives that ap + a;x +
a>x? + azx> is orthogonal to by +bix 4+ byx? 4+ bzx3 if and only if agby +aiby +
axby + azbz =0.

(b) A natural definition is this.

Qo aj
2
o(| ' =5
az 3(13
as 0

Three.l.2.27 Yes.

First, f is well-defined because every member of V has one and only one
representation as a linear combination of elements of B.

Second we must show that f is one-to-one and onto. It is one-to-one because
every member of W has only one representation as a linear combination of elements
of D, since D is a basis. And f is onto because every member of W has at least one
representation as a linear combination of members of D.

Finally, preservation of structure is routine to check. For instance, here is the
preservation of addition calculation.

f((c1Br+--+cnBn)+ (diBr 4 +dnBn))
=f((c1+d1)1++ (cn+dn)Bn)
= (c1 + d1)f(B1) + -+ + (cn + dn)f(Bn)
=c1f(B1) + -+ cnf(Bn) + dif(B1) + -+ dnf(Bn)
=flciBr1 4+ +cnfn) ++F(d1B1 + -+ dnpn)

(The second equality is the definition of f.) Preservation of scalar multiplication is
similar.
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Three..2.28 Because V; NV, = {0y } and f is one-to-one we have that f(V;)Nf(V,) =
{Ou}. To finish, count the dimensions: dim(U) = dim(V) = dim(V;) + dim(V5)
dim(f(V7)) + dim(f(V2)), as required.

Three.l.2.29 Rational numbers have many representations, e.g., 1/2 = 3/6, and the

numerators can vary among representations.

Section Il: Homomorphisms

Three.ll.1l: Definition

Three.ll.1.18  (a) Yes. The verification is straightforward.

X1 X2 C1X1 + C2X2
hici-lyr | +c2- |y |)=h(]| cryr +c2yz2 |)
Z1 /%) C1z1 +C222

. C1X1 + C2X2
C1X1 +C2X2 +C1yy +c2yz +¢121 +C222

X1 X2
=cC1- +c2-
X1 +yYi+z C2+VYyz2+22

X1 X2
=ci-h(|yr |)+c2-h(|yz2])
Z1 V%)
(b) Yes. The verification is easy.
X1 X2 C1X1 + C2X2
hici-|y1 | +c2-|yz |)=h(]|cryr +cayz |)
Z1 Z C1z1 +C222

X1 X2
=ci-h(lyi |)+c2-h(]yz2|)
Z1 V)
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(c) No. An example of an addition that is not respected is this.

0 0 : 0 0
h(|O]+]0 )=<1>7éh( O1)+nh(]0])
0 0 0 0

(d) Yes. The verification is straightforward.

X1 X2 C1X1 + C2X2
hici- |yr | +c2- |yz2 |)=h(]| cryi +c2yz |)
Z1 V) c1z1 +C2zp

Il
A

2(cix1 4+ c2x2) + (c1y1 + c2y2)
3(c1yr +c2y2) —4(cr1z1 +c222)

B 2x1 + Y1 2x2 +y2
A (31_,]1 — 4z, tez (31_,]2 —4z;

=ci-h(|yr|)+c2-h(]yz2])
Z1 Z2

Three.ll.1.19 For each, we must either check that the map preserves linear combina-
tions or give an example of a linear combination that is not.
(a) Yes. The check that it preserves combinations is routine.

a; b; a; by T1a7 + 1202 T1by +T12b2
h(ry - +r =h
(m <C1 d]) N <C2 d2>) (<T‘1C1 + 12 T1d4 +Tzdz>)
= (r1a7 +1202) + (17d7 +712d2)

=7i(ar+di)+72(a2 + da)

o a; by a by
(2 S ¥)

(b) No. For instance, not preserved is multiplication by the scalar 2.

1 0 2 0 . 1 0
h(2~<0 ]>):h(<0 2)):4 while 2-h(<0 1)):2-1:2

(c) Yes. This is the check that it preserves combinations of two members of
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the domain.

a; by a by
h(ry - .
(ﬁ (C] d]) L <Cz d2>)

r1a; +r2a2 T1by + 1202
T1C1 + 1202 T1d7 +T12d>2

=2(r1ar +120a2) +3(r1by +12b2) + (r1c1 +1202) — (r1dy +12d2)
=T (2(11 +3by +c¢1 — d]) +r2(2a2 +3bs +c¢2 *dz)

b b
- ~h(<(;] d:) +r2~h(<z di))

(d) No. An example of a combination that is not preserved is that doing it
one way gives this

(6 9l 9

while the other way gives this.

h((:) g))—kh((; 8)):14—1:2

Three.l.1.20 The check that each is a homomorphisms is routine. Here is the check
for the differentiation map.

d
a(r- (ao + a1x + axx? + azx®) + s - (bo + bix + bax? + bzx?))

d
= a((rao +sbo) + (raj + sby)x + (raz + sby)x? + (raz + sb3)x3)

= (ray 4+ sby) 4+ 2(raz + sba)x + 3(raz + sbz)x?

=71 (a; +2a,x + 3a3x?) + s - (by + 2box + 3b3x?)
d d
=7 d—(ao +aix+ axx? + azx®) + s - d—(bo +bix + box? + bsx?)
X X
(An alternate proof is to simply note that this is a property of differentiation that
is familiar from calculus.)
These two maps are not inverses as this composition does not act as the identity

map on this element of the domain.

1e€P; wOETPZ »i> 0eP;

Three.ll.1.21 Each of these projections is a homomorphism. Projection to the xz-plane
and to the yz-plane are these maps.

X X X 0
yl—10 yl—1vy
z z z z
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Projection to the x-axis, to the y-axis, and to the z-axis are these maps.

X X X 0 X 0
y|l—10 yl—1ly y|l—10
z 0 z 0 z z

And projection to the origin is this map.

X 0
yl|l—10
z 0

Verification that each is a homomorphism is straightforward. (The last one, of
course, is the zero transformation on R3.)

Three.ll.1.22  (a) This verifies that the map preserves linear combinations. By
Lemma 1.7 that suffices to show that it is a homomorphism.
h(d; (Cl]XZ +bix+c1)+ dz(azxz +box+c2))
=h((dya; + dz(lz)Xz + (di1b7 +daba)x + (dycy + dacz))

_ (diay +dzaz) + (di1by + d2by)
(drar +d2az) + (dicy + dacz)

_ dia; +diby n dya; + dyb;
dya; +dicq d;a; + dzc;

—d <a1 +b1> +dy <a2+bz>
a; + ¢y a; +cy
=d; - h(a1x2 +bix+c1)+ds- h(azxz +box+c2)
(b) It preserves linear combinations.

f( ay X1 +a X2 ) = aix) + azxz |
Y1 Y2 aryr +axy2

0
= | (a1x1 + azx2) — (a1y1 + azxy2)
3(a1yr + azy2)
0 0
= | x1—y1 | +ax|x2—y2
3y 3y2

= arf( (”)H as f( ("2))
Y1 Y2

Three.l1.1.23 The first is not onto; for instance, there is no polynomial that is sent
the constant polynomial p(x) = 1. The second is not one-to-one; both of these
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10 0 0
d
map to the same member of the codomain, 1 € R.
Three.ll.1.24 Yes; in any space id(c-V+d-w)=c-V+d-w=c-id(¥) + d -id(w).

members of the domain

Three.ll.1.25 (a) This map does not preserve structure since f(1 + 1) = 3, while
f(1)+f(1)=2.
(b) The check is routine.

X X T1X1 + T2X
1y < ’>+rz- ( 2)):f(< 1R 2))
Y1 Y2 T1Y1 +12Y2

= (r1x1 +12x2) + 2(r1y71 + 12Y2)
=711 (X1 +2y1) + 12 (x2 +2y2)

= ~f(<x‘>)+rz-f(<"z>)
Y1 Y2

Three.l1.1.26 Yes. Where h: V — W is linear, h(d — V) = h(d + (—1) - V) = h(d) +
(—=1) - h(¥) = h(d) — h(V).

Threell.1.27  (a) Let ¥ € V be represented with respect to the basis as v = ¢; 1 +
T tCnB'Tv TheIih(\Z) = h(cy 61 +oeee Cngn) = Clh(g1) +eoet Cnh(gn) =
c1-04+--4+cn-0=0.

(b) This argument is similar to the prior one. Let V € V be represented with
respect to the basis as V = ¢4 [§1 + -+ cnfgn. Then h(cq [§1 + -+ cnﬁn) =
cth(B1) + -+ cnh(Bn) = c1B1 + -+ cnfn = 7.
(c) As above, only ch(Br)+ -+ cnh(ﬁn) = c1r[§1 + o dentfn =r(ci1P1 +
o Cnfn) =1V
Three.ll.1.28 That it is a homomorphism follows from the familiar rules that the
logarithm of a product is the sum of the logarithms In(ab) = In(a) +1n(b) and that
the logarithm of a power is the multiple of the logarithm In(a") = rln(a). This
map is an isomorphism because it has an inverse, namely, the exponential map, so
it is a correspondence, and therefore it is an isomorphism.

Three.ll.1.29 Where & = x/2 and {j = y/3, the image set is

(0) 2B v )

the unit circle in the X{-plane.

Three.ll.1.30 The circumference function r — 27tr is linear. Thus we have 27t (Tearth +
6) — 27 (Teartn) = 1271. Observe that it takes the same amount of extra rope to raise
the circle from tightly wound around a basketball to six feet above that basketball
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as it does to raise it from tightly wound around the earth to six feet above the
earth.

Three.ll.1.31 Verifying that it is linear is routine.

X1 X2 C1X1 +C2X2
hici- Jyr | +c2-|y2 [)=h({] cryr +c2y2 |)
Z1 %) C1z1 +C222

=3(c1x1 +c2x2) — (c1y1 + c2y2) — (c121 + c222)

=c1-(3x1 —y1 —z1) +c2- (3x2 —y2 — 22)

X1 X2
=ci-h(|yr|)+c2-h(]yz2])
Z1 V%)

The natural guess at a generalization is that for any fixed K € R? the map v — v+ k
is linear. This statement is true. It follows from properties of the dot product we
have seen earlier: (V+1)+K = vek+ -k and (1¥) K = 1(¥+ k). (The natural guess
at a generalization of this generalization, that the map from R™ to R whose action
consists of taking the dot product of its argument with a fixed vector KeR"is
linear, is also true.)

Three.l1.1.32 Let h: R' — R be linear. A linear map is determined by its action on a
basis, so fix the basis (1) for R'. For any r € R' we have that h(r) = h(r-1) = r-h(1)
and so h acts on any argument r by multiplying it by the constant h(1). If h(1) is
not zero then the map is a correspondence —its inverse is division by h(1)—so
any nontrivial transformation of R' is an isomorphism.

This projection map is an example that shows that not every transformation of
R™ acts via multiplication by a constant when n > 1, including when n = 2.
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Three.ll.1.33 Where ¢ and d are scalars, we have this.

X1 Y1
h(c +d D
Xn Yn
cx1 + dyq
=h( : )
cxXn + dyn

ar,i(exs +dyy) + -+ ag nlexn + dyn)

Am,1 (ex1 +dyr) +---+ am,n(cxn +dyn)

a;1x1 + -+ a1 nXn a1yr +---+ a1 nyn
=c- : +d-
Am,1X1 + -+ Qm nXn Qm,1Y1 + -+ GmnYn
X1 Y1
=c-h(] : [)+d-h(| : |)
Xn Yn

Three.ll.1.34  (a) Each power i of the derivative operator is linear because of these

rules familiar from calculus. ) ) )
dt dt dt dt d

() +9(0)) = T+ 259(x) o7 f(x) =7 f(x)

(b) Any linear combination of linear maps is also a linear map. Thus, the given

map is a linear transformation of P,,.

Three.l1.1.35 (This argument has already appeared, as part of the proof that isomor-
phism is an equivalence.) Let f: U — V and g: V — W be linear. The composition
preserves linear combinations

go f(city + caty) = g( f(crty +catz) ) = gl e f(thy) + caf(Uz))
=c1 - g(f(th)) +c2 - g(f(tiz)) = c1 - gof(tir) +c2-gof(liz)
where t7,U; € U and scalars ¢1,c>

Three.ll.1.36  (a) Yes. The set of w's cannot be linearly independent if the set
of V’s is linearly dependent because any nontrivial relationship in the domain
6v =c1V1 + -+ cnVn would give a nontrivial relationship in the range f (5\/) =
Ow = flc1V + -+ cn¥n) = 1 f(¥1) + -+ cnf(Vn) = C1W + -+ + CWin.
(b) Not necessarily. For instance, the transformation of R? given by

()= ()
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sends this linearly independent set in the domain to a linearly dependent image.

{\71,\72}—{<(])> , G)} = {(]) , (;)}—{whwz}

(c) Not necessarily. An example is the projection map m: R3 — R?

X
2 Y

and this set that does not span the domain but maps to a set that does span the

codomain.
1 0
(o], | }#{(3)),(?)}
0 0

(d) Not necessarily. For instance, the injection map t: R> — R3 sends the standard
basis £, for the domain to a set that does not span the codomain. (Remark.
However, the set of W’s does span the range. A proof is easy.)

Three.l1.1.37 Recall that the entry in row i and column j of the transpose of M is
the entry m;; from row j and column i of M. Now, the check is routine. Start
with the transpose of the combination.

T
[r. ai,j +s- bi,j }
Combine and take the transpose.
T
= PP Tai,j _|_ Sbi,j PN = PP TO—j,i _|_ Sbj,i
Then bring out the scalars, and un-transpose.
=1- aj,i +s- bj,i
T T
=T aji +s bj i

The domain is My «n While the codomain is M xm.
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Three.ll.1.38  (a) For any homomorphism h: R™ — R™ we have
h() ={h(t-d+(1—1t)-V)|tel0.1]}={t-h(T)+ (1 —1t)-h(¥) |tel0.1]}

which is the line segment from h(i) to h(V).

(b) We must show that if a subset of the domain is convex then its image, as a
subset of the range, is also convex. Suppose that C C R™ is convex and consider
its image h(C). To show h(C) is convex we must show that for any two of its
members, d; and &2, the line segment connecting them

C={t-di+(1—1t)-da|te0.1]}

is a subset of h(C).

Fix any member t-d; 4 (1—%)-d> of that line segment. Because the endpoints of
{ are in the image of C, there are members of C that map to them, say h(c;) = ds
and h(c>) = d,. Now, where t is the scalar that we fixed in the first sentence of
this paragraph, observe that h(t-¢; + (1 —=1)- &) =1t -h(E))+ (1 —=1) - h(c2) =
t.d; + (1 —1) - d; Thus, any member of ¢ is a member of h(C), and so h(C) is
CONVEX.

Three.ll.1.39  (a) For v,V € R™, the line through vy with direction V; is the set
{¥o+t-Vv;|te R} The image under h of that line {h(Vo+1t-V;) |t e R} =
{h(Vp) +t-h(¥;) |t € R}is the line through h(Vy) with direction h(V). If h(¥;)
is the zero vector then this line is degenerate.

(b) A k-dimensional linear surface in R™ maps to a k-dimensional linear surface
in R™ (possibly it is degenerate). The proof is just like that the one for the line.

Three.l.1.40 Suppose that h: V — W is a homomorphism and suppose that S is a

subspace of V. Consider the map h: S — W defined by h(5) = h(5). (The only
difference between h and h is the difference in domain.) Then this new map is linear:
Acr - 81 4 c2-82) =h(c1§) 4 €282) = ch(51) + c2h(52) = ¢1 - h(87) + c2 - h(52).

Three.ll.1.41 This will appear as a lemma in the next subsection.

(a) The range is nonempty because V is nonempty. To finish we need to show
that it is closed under combinations. A combination of range vectors has the
form, where V,...,V, € V,
ci-h(¥1)+---+cn-h(Vn) =h(c1Vi)+---+hlcnVn) =h(cr - Vi+---+cn-Vn),
which is itself in the range as ¢y -V + -+ 4+ ¢, - V;, is @ member of domain V.
Therefore the range is a subspace.

(b) The null space is nonempty since it contains 6\/, as Oy maps to Ow. It is
closed under linear combinations because, where V1,...,V,, € V are elements of
the inverse image {V € V| h(¥) = 0w}, for c1,...,cn € R

Ow =cy-h(Vi) + - +cn - h(Fy) =hlcy -V + - +cn - V)

and so ¢y - V7 + -+ + ¢ - Vy, is also in the inverse image of Oy .
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(c) This image of U nonempty because U is nonempty. For closure under combi-
nations, where iy,...,u, € U,
ci-h(ty)+--+cn-h(dn) =h(cr )+ -+hlcn-tn) =h(cr U+ +cn-Un)
which is itself in h(U) as ¢1 - Ty +- - - +¢n - Upn is in U. Thus this set is a subspace.
(d) The natural generalization is that the inverse image of a subspace of is a
subspace.

Suppose that X is a subspace of W. Note that Ow € X so that the set
{V € V| h(V¥) € X} is not empty. To show that this set is closed under combina-
tions, let Vi1,...,V, be elements of V such that h(V;) =%, ..., h(V,,) =X, and
note that

hici-Vi4+---4cn-Vn)=cr-h(V1)+---+cn-h(Vn)=ci1 - X1+ +cn-Xn
so a linear combination of elements of h—'(X) is also in h~'(X).

Three.l.1.42 No; the set of isomorphisms does not contain the zero map (unless the
space is trivial).

Three.ll.1.43 If <(§1 yeous 6n> doesn’t span the space then the map needn’t be unique.
For instance, if we try to define a map from R? to itself by specifying only that
€1 maps to itself, then there is more than one homomorphism possible; both the
identity map and the projection map onto the first component fit this condition.

If we drop the condition that <f§1 N §n> is linearly independent then we risk
an inconsistent specification (i.e, there could be no such map). An example is if we
consider (&, ¢€7,2¢€1), and try to define a map from R? to itself that sends & to
itself, and sends both €; and 2¢€; to €;. No homomorphism can satisfy these three
conditions.

Three.ll.1.44  (a) Briefly, the check of linearity is this.

f1(rivi +12V2)
fa(rivi +12V2)

f1(v1) f1(v2) . o
— g . F . F
T <f2 ) + 72 fr(7y)) = (V1) + 72 - F(¥2)
(b) Yes. Let ry: R2 = R' and 71,: R> — R be the projections

x ~ x  and x £>y
Yy Yy

onto the two axes. Now, where f;(V) = 711 (F(V)) and f,(V) = 712 (F(V)) we have
the desired component functions.

F(ry - Vi +12-V2) = <



168 Linear Algebra, by Hefferon

They are linear because they are the composition of linear functions, and the
fact that the composition of linear functions is linear was part of the proof that
isomorphism is an equivalence relation (alternatively, the check that they are
linear is straightforward).

(c) In general, a map from a vector space V to an R™ is linear if and only if each
of the component functions is linear. The verification is as in the prior item.

Three.ll.2: Range Space and Null Space

Three.ll.2.21 First, to answer whether a polynomial is in the null space, we have to
consider it as a member of the domain P3. To answer whether it is in the range
space, we consider it as a member of the codomain P,. That is, for p(x) = x*, the
question of whether it is in the range space is sensible but the question of whether
it is in the null space is not because it is not even in the domain.

(a) The polynomial x* € P3 is not in the null space because h(x3) = x* is not the
zero polynomial in P4. The polynomial x> € P, is in the range space because
x? € P3 is mapped by h to x3.

(b) The answer to both questions is, “Yes, because h(0) = 0.” The polynomial
0 € P3 is in the null space because it is mapped by h to the zero polynomial in
P4. The polynomial 0 € P, is in the range space because it is the image, under
h, of 0 € P3.

(c) The polynomial 7 € P3 is not in the null space because h(7) = 7x is not the
zero polynomial in P4. The polynomial 7 € P4 is not in the range space because
there is no member of the domain that when multiplied by x gives the constant
polynomial p(x) =7.

(d) The polynomial 12x — 0.5x> € P3 is not in the null space because h(12x —
0.5x3) = 12x% — 0.5x*. The polynomial 12x — 0.5x> € P, is in the range space
because it is the image of 12 — 0.5%2.

(e) The polynomial 1+ 3x% —x3 € P3 is not in the null space because h(1 +3x% —
x3) = x4+ 3x3 —x*. The polynomial 1 + 3x?> —x3 € P, is not in the range space
because of the constant term.

Three.ll.2.22  (a) The range of h is all of the codomain R? because given

o)==

it is the image under h of the domain vector 0x? 4+ bx + c. So the rank of h is 2.
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(b) The range is the yz plane. Any

0
a
b

is the image under f of this domain vector.

a+b/3
b/3
Three.l1.2.23  (a) The range space is
M) ={a+ax+ax? €Ps;|a,beR}={a-(1+x+x%)|acR}

So the rank of the map is 2.

and so the rank is one.
(b) The range space
Zh)={a+d|ab,c,deR}
is all of R (we can get any real number by taking d to be 0 and taking a to be
the desired number). Thus, the rank is one.
(c) The range space is Z(h) = {r + sx? | r,s € R}. The rank is two.
(d) The range space is the trivial subspace of R? so the rank is zero.

Three.l1.2.24  (a) The null space is

W(h)z{(ﬁ) € R? | a+ax+ ax? + 0x> = 0+ 0x + 0x? + 0x3}

0
—{<b> |beR}

and so the nullity is one.
(b) The null space is this.

/(h)—{(‘: z> |a+d—0}—{<_cd Z) |b,c,d € R}

Thus the nullity is three.
(c) The null space

JV(h)_{<2 Z) |a+b+c_o’d_0}_{<—b—c b

O) | b,c € R}
is a dimension 2 space, so the nullity is two.
(d) Every vector in the domain is mapped to the zero vector so the nullspace is
A (h) = R3.
Three.l.2.25 For each, use the result that the rank plus the nullity equals the
dimension of the domain.
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@0 M3 (g3 (@O
Three.ll.2.26 Because

d
™ (a0 + arx + -+ anx™) = a1 + 2a2x + 3a3x> + - - - + napx™"!

we have this.

d
/V(a):{(10—§—-~~—|—c1nx“|(11—Q—Zazx—ﬁ—-~~—|—nanx”*1 =04+0x+---+0x"1}

={ap+ - +anx"|a;=0,and a;, =0, ..., ap =0}
={ap+0x+0x?>+---+0x" | ap € R}
In the same way,

k
c/V(i)Z{Clo-F(l]X-F"'—F(lk_]Xk*] | agy...,ax_1 € R}

dxk
for k <n.

Three.ll.2.27 To see that the range space is all of R? note that for any u,v € R this
system has a solution.
X+y =UuU —pi+p2 X+ Y = u
X +z=v — —Yyt+z=—u+v
(In fact, because there is a free variable, z, it has infinitely many solutions.) Thus
the rank, the dimension of the range space, is 2.
Since the rank plus the nullity equals the dimension of the domain, we know
that the nullity is 1. Finding the null space verifies that:
x+y =0 —pi+tp2 X+ Y =0
X +2z=0 - —y+2z=0
the nullspace is this set
—1
{1 1] -zlzeR}
1
which is one-dimensional.
Three.ll.2.28 The shadow of a scalar multiple is the scalar multiple of the shadow.
Three.11.2.29  (a) Setting ap+(ap+ay)x+(az+az)x> = 0+0x+0x?+0x> gives ap = 0
and ap + a; =0 and a; + a3 = 0, so the null space is {—a3x? + azx? | a3 € R}.
(b) Setting ap + (ap + a1)x + (az + a3)x® =24 0x + 0x? — x> gives that ap = 2,
and a; = —2, and a; + a3 = —1. Taking a3 as a parameter, and renam-
ing it a3 = a gives this set description {2 —2x+ (-1 —a)x* + ax? | a € R} =
{(2=2x—x?)+a-(—x*+x3) | a eR}.
(c) This set is empty because the range of h includes only those polynomials with
a 0x? term.

Three.11.2.30 All inverse images are lines with slope —2.
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\} 2x+y=0

2x+y=-3 2x+y=1

Three.l1.2.31 These are the inverses.

(@) ao + arx + axx? + azx® = ap + arx + (az/2)x% + (az/3)x>

(b) ap +ajx+ ClzXz + (.13X3 — Qo + azx + C11X2 + Clg;X3

(€) ap + arx + axx? + a3x® — az + apx + a;x? + axx>

(d) ap + arx + axx? + azx® — ap + (a1 — ag)x + (a2 — ar;)x? + (a3 — az)x
For instance, for the second one, the map given in the question sends 0+ 1x 4+ 2x? +
3x3 = 04 2x + 1x? + 3x> and then the inverse above sends 0 + 2x + 1x% + 3x3 —
04 1x 4 2x? + 3x3. So this map is actually self-inverse.

3

Three.ll.2.32 For any vector space V, the null space
{(VeV|2v=0}
is trivial, while the range space
{weV|w=2V for some V€ V}

is all of V, because every vector w is twice some other vector, specifically, it is twice
(1/2)w. (Thus, this transformation is actually an automorphism.)

Three.11.2.33 Because the rank plus the nullity equals the dimension of the domain
(here, five), and the rank is at most three, the possible pairs are: (3,2), (2,3), (1,4),
and (0,5). Coming up with linear maps that show that each pair is indeed possible
is easy.

Three.l1.2.34 No (unless P, is trivial), because the two polynomials fo(x) = 0 and
f1(x) = 1 have the same derivative; a map must be one-to-one to have an inverse.

Three.l1.2.35 The null space is this.

{ao+a1x+-~+anx“|ao(1)+%(12)+~-~+%(1“”):0}

n
={ao+arx+---+anx" a0+ (ar1/2) + -+ (an/n+1) =0}
Thus the nullity is n.

Three.l.2.36  (a) One direction is obvious: if the homomorphism is onto then its
range is the codomain and so its rank equals the dimension of its codomain.
For the other direction assume that the map’s rank equals the dimension of
the codomain. Then the map’s range is a subspace of the codomain, and has
dimension equal to the dimension of the codomain. Therefore, the map’s range
must equal the codomain, and the map is onto. (The ‘therefore’ is because there



172 Linear Algebra, by Hefferon

is a linearly independent subset of the range that is of size equal to the dimension
of the codomain, but any such linearly independent subset of the codomain must
be a basis for the codomain, and so the range equals the codomain.)

(b) By Theorem 2.20, a homomorphism is one-to-one if and only if its nullity is
zero. Because rank plus nullity equals the dimension of the domain, it follows
that a homomorphism is one-to-one if and only if its rank equals the dimension
of its domain. But this domain and codomain have the same dimension, so the
map is one-to-one if and only if it is onto.

Three.l1.2.37 'We are proving that h: V — W is one-to-one if and only if for every
linearly independent subset S of V the subset h(S) ={h(s) | §€ S} of W is linearly
independent.

One half is easy —by Theorem 2.20, if h is not one-to-one then its null space is
nontrivial, that is, it contains more than just the zero vector. So where vV # Oy is in
that null space, the singleton set {v'} is independent while its image {h(¥)} = {Ow }
is not.

For the other half, assume that h is one-to-one and so by Theorem 2.20 has a
trivial null space. Then for any V;,...,V, € V, the relation

Ow =c1-h(¥) 4+ +cn - h(n) =h(cr Vi 4+ +cn - V)

implies the relation ¢y Vi +---+cn -V = GV. Hence, if a subset of V is independent
then so is its image in W.

Remark. The statement is that a linear map is one-to-one if and only if it
preserves independence for all sets (that is, if a set is independent then its image is
also independent). A map that is not one-to-one may well preserve some independent
sets. One example is this map from R3 to R?.

X X+y+z
0
z

Linear independence is preserved for this set

] 1
I
0

and (in a somewhat more tricky example) also for this set

1 0 :
(lo] | }H{@}
0 0

(recall that in a set, repeated elements do not appear twice). However, there are
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sets whose independence is not preserved under this map

1 0
IBE }H{@,(é)}
0 0

and so not all sets have independence preserved.

Three.11.2.38 (We use the notation from Theorem 1.9.) Fix a basis (31,...,fn) for
V and a basis (Wq,...,Wy) for W. If the dimension k of W is less than or equal to
the dimension n of V then the theorem gives a linear map from V to W determined
in this way.

B1 = Wi,y oooy P> W and  Pry1 = Wi, .ony P Wy

We need only to verify that this map is onto.

We can write any member of W as a linear combination of basis elements
C1 Wi+ -+ cx - Wy. This vector is the image, under the map described above, of
c -61 +~--—|—ck-[§k—|—0~{§k+1 40+ Bn. Thus the map is onto.

Three.11.2.39 Yes. For the transformation of R? given by
b))
—
y X

A :{@ |y eR) = Z(h)

we have this.

Remark. We will see more of this in the fifth chapter.

Three.ll.2.40 This is a simple calculation.

h([S]) ={h(c187+---+cnSn)lc1y...,cn € R and §7,...,5, € S}
={cih(s1)+---+cnh(Sh)lc1y...,cn € R and §7,...,5, € S}
= [h(S)]

Three.ll.2.41  (a) We will show the sets are equal h™'(W) = {V+ 1|7 € 4 (h)} by
mutual inclusion. For the (V+ 7| A € A4 (h)} C h™'(W) direction, just note
that h(V 4+ 1) = h(V) + h() equals W, and so any member of the first set is a
member of the second. For the h™' (W) C {V + i | i € .4 (h)} direction, consider
i € h™'(W). Because h is linear, h(ii) = h(V) implies that h(ii — V) = 0. We
can write i — V as 1, and then we have that @ € {V+ fi |1 € A (h)}, as desired,
because 1L =V + (1L — V).

(b) This check is routine.
(c) This is immediate.
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(d) For the linearity check, briefly, where c,d are scalars and X,§j € R™ have
components x1,...,X, and yi,...,Yyn, we have this.

ar,i(exs +dyr) + -+ agnlcxn + dyn)
hic-%+d-§) = :

am,1(cx1 +dyr) + - + amnlcxn + dyn)

a7,1CX7 + -+ 4 a1 nCxn ar1dyr + -+ ajndyn
= : + :

Om,1CX1 + -+ + Qm nCXn m,1dyr + - + Amndyn
=c-h(X) 4+ d- h(y)
The appropriate conclusion is that General = Particular + Homogeneous.
(e) Each power of the derivative is linear because of the rules
d* d* d¥ dk dk
@(f(x) + g(X)) = wf(x) + @g(x) and wa(X) = Tw

from calculus. Thus the given map is a linear transformation of the space because

f(x)

any linear combination of linear maps is also a linear map by Lemma 1.17.
The appropriate conclusion is General = Particular + Homogeneous, where the
associated homogeneous differential equation has a constant of 0.

Three.ll.2.42 Because the rank of t is one, the range space of t is a one-dimensional
set. Taking (h(V)) as a basis (for some appropriate V), we have that for every w € V,
the image h(w) € V is a multiple of this basis vector —associated with each w
there is a scalar c such that t(W) = ct(V). Apply t to both sides of that equation
and take T to be cy(y)

tot(w) = tlcw t(V)) = cw-tot(V) = cw-cyv)-t(V) = e -1 t(V) = 1cp-t(V) = r-t(w)

to get the desired conclusion.

Three.11.2.43 By assumption, h is not the zero map and so a vector V € V exists that

—

is not in the null space. Note that (h(V)) is a basis for R, because it is a size-one
linearly independent subset of R. Consequently h is onto, as for any r € R we have
T = ¢ - h(V) for some scalar ¢, and so r = h(cV).

Thus the rank of h is one. Because the nullity is n, the dimension of the
domain of h, the vector space V, is n+ 1. We can finish by showing {V, 61 ey ﬁn}
is linearly independent, as it is a size n + 1 subset of a dimension n + 1 space.
Because {ﬁ Tyeens ﬁn} is linearly independent we need only show that V is not a
linear combination of the other vectors. But c; B' 1+ +Cn E:n = Vv would give

—V+c 61 4+ 4cn Bn =0 and applying h to both sides would give a contradiction.
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Three.ll.2.44 Fix a basis <ﬁ1 yeens §n> for V. We shall prove that this map
h(B1)
hels [

—

h(Bn)

is an isomorphism from V* to R™.
To see that @ is one-to-one, assume that h; and h, are members of V* such
that ®(hy) = ®(h;). Then

hi(B1) ha (1)

hl (gn) hz(gn)
and consequently, hi(f1) = h2(B1), etc. But a homomorphism is determined by
its action on a basis, so h; = hy, and therefore @ is one-to-one.
To see that O is onto, consider

X1

Xn
for x1,...,xn € R. This function h from V to R
c1[§1 +---+cn[§n'i>c1x1 + - 4 CnXn
is linear and ® maps it to the given vector in R™, so ® is onto.
The map @ also preserves structure: where

)
)

— — h - —
ciBr+ -+ enPn—rcrthi(B1) + -+ cnhi(Bn
— — h . —
1B+ +enPn—>crha(B1) + -+ cnh2(Bn

we have

(r1hy +12h2)(c1B1 + -+ + cnfBn)
=c1(rha(B1) + r2h2(B1)) + -+ + e (1 (Bn) + 1202 (Bn))
=11(cihi(B1) + -+ cnhy (Bn)) + 12(ctha(B1) + -+ + cnha(Bn))
s0 O(rihy +12hy) =711 O (hy) + 2@ (hy).
Three.l1.2.45 Let h: V — W be linear and fix a basis <[§1 yeeny [gn> for V. Consider
these n maps from V to W
(W) =ci-h(B1), ha@) =c2-h(B2), ... ,hu(¥)=cn-h(Bn)
for any v = ¢1B1 + - + cnPn. Clearly h is the sum of the h;’s. We need only

check that each h; is linear: where i = d; 61 4+ dn[?;n we have h;(rV + sti) =
rci + sdi = thy (V) + shy(1).
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Three.l1.2.46 Either yes (trivially) or no (nearly trivially).

If we take V ‘is homomorphic to’ W to mean there is a homomorphism from V
into (but not necessarily onto) W, then every space is homomorphic to every other
space as a zero map always exists.

If we take V ‘is homomorphic to’ W to mean there is an onto homomorphism
from V to W then the relation is not an equivalence. For instance, there is an onto
homomorphism from R3 to R? (projection is one) but no homomorphism from R?
onto R3 by Corollary 2.17, so the relation is not reflexive.*

Three.ll.2.47 That they form the chains is obvious. For the rest, we show here that
R (V1) = 2 (1)) implies that Z(t112) = Z(t)*"). Induction then applies.
Assume that Z(V') = Z(t)). Then t: Z(V*') — Z(Y*?) is the same map,
with the same domain, as t: Z(t}) — Z(t)*"). Thus it has the same range:
R(PT2) =2(0U1).

Section lll: Computing Linear Maps

Three.lll.1: Representing Linear Maps with Matrices

1-243-1+1-0 5
Threelll.1.13 (@) [0-2+(=1)-142-0| = [ -1 (b) Not defined.
1-241-140-0 3
0
(e |0
0

Three.lll.1.14  (a) This is not defined.

(b) This is defined.
31 0y (-1
2 4)\—1)] \—4

* More information on equivalence relations is in the appendix.

(c) Not defined.
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Threelll.1.15  (a) <3 -24.i(+1}2.)2. 2) _ (:?) (b) (‘;) (c) Not defined.

Three.lll.1.16 Matrix-vector multiplication gives rise to a linear system.

2x+y+ z=38
y+3z=4
Xx—y+2z=4

Gaussian reduction shows that z=1,y =1, and x = 3.
Three.lll.1.17 Here are two ways to get the answer.

First, obviously 1—3x+2x?> =1-1—3-x+2-x?, and so we can apply the general
property of preservation of combinations to get h(1—3x+2x?) = h(1-1-3-x+2-x?) =
T-h()=3-h(x)+2-h(x*)=1-(1+x)=3-(14+2x)+2- (x—x3) = -2 —3x — 2x3.

The other way uses the computation scheme developed in this subsection.
Because we know where these elements of the space go, we consider this basis
B = (1,x,x?) for the domain. Arbitrarily, we can take D = (1,x,x?,x3) as a basis
for the codomain. With those choices, we have that

11 0
1 2 1
R h) =
ePB,D( ) 00 0
0 0 -1 B.D
and, as
1
Repg (1 —3x+2x%) = | -3
2
B
the matrix-vector multiplication calculation gives this.
11 0 : -2
1 2 1 -3
i 2 — —_ =
Repp (h(1 —3x + 2x7)) 00 0 23 0
0 0 —1 B.D B -2

Thus, h(1 —3x +2x?) = -2-1—-3-x+0-x> —2-x3 = -2 —3x — 2x3, as above.
Three.lll.1.18 Fix this natural basis for M.

o=i(a )00 o) (0 )60 1)

The representation of the map h with respect to £, D is this.

1 0
2 -1
Rep(‘:z,D(h) = 0 1

1 0
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Since the general vector is represented with respect to &, by itself, and similarly
every matrix is represented with respect to D by itself, we have this for the effect
of the map.

1 0 X

X 12 -1 x) [2x—y
(=2 7] ()-[
1 0 X

Three.lll.1.19 Again, as recalled in the subsection, with respect to £;, a column vector
represents itself.
(a) To represent h with respect to &;, &3 take the images of the basis vectors from
the domain, and represent them with respect to the basis for the codomain. The
first is this

2 2
Repe, (h(€1)) =Repe, (| 2])=| 2
0 0

while the second is this.

0 0
Repg, (h(€2)) =Repe, (| T [)=
—1 —1
Adjoin these to make the matrix.
2 0
Rep£2‘83(h): 2 1
0 —1

(b) For any vV in the domain R?,
— V1 Vi
Repg, (V) = Repg, ( <v2>) = <v2>

2 0 . 2v,
Repg,(h(V)) =2 1 ( 1) =|2vi +v;
0 —V2

and so

is the desired representation.

Three.ll1.1.20 The action of the map on the domain’s basis vectors is this.

] 2 ] 2 ] 1
1|~ ) 1|~ : 0| — :
1 0 0

Represent those with respect to the codomain’s basis.

2 2 2 2 1 1
o3 = (1), me()=(), mo)=(0),
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Concatenate them together into a matrix.

2 2 1
RepB’D(h)_<1 12 1/2)

Three.l11.1.21 (a) We must first find the image of each vector from the domain’s
basis, and then represent that image with respect to the codomain’s basis.

0 1 0
di 0 dx 0 dx? 2
RePB(a)* 0 RepB(a)* 0 RGPB(K)* 0
0 0 0
0
dx3 0
R —_— =
epg ( dx ) 3
0
Those representations are then adjoined to make the matrix representing the
map.
01 0O
d 0 0 2 0
RePB,B(a)— 00 0 3
0 0 00

(b) Proceeding as in the prior item, we represent the images of the domain’s
basis vectors

0 1 0
d1l 0 dx 0 dx? 1
RePD(a)* 0 RePD(a)* 0 RepD(K)* 0
0 0 0
0
dx3 0
R —_— =
epp ( dx) 1
0
and adjoin to make the matrix.
01 00
d 0 010
RePB,D(a)— 00 0 1
0 0 00

Three.lll.1.22 For each, we must find the image of each of the domain’s basis vectors,
represent each image with respect to the codomain’s basis, and then adjoin those
representations to get the matrix.



180 Linear Algebra, by Hefferon

(a) The basis vectors from the domain have these images
T=0 x=1 x%2x
and these images are represented with respect to the codomain’s basis in this

way.
0 1 0
0 0 2
0 0 0
Repg (0) = : Repg (1) = : Repg(2x) =
0
0
0
Repg (nx" 1) = |
n
0
The matrix
01 0 0
0 0 2 0
d
RGPB,B(E)—

c o
o o
c o
o 3

has n+ 1 rows and columns.
(b) Once the images under this map of the domain’s basis vectors are determined
Tsx x> x2/2 x> —=x3/3
then they can be represented with respect to the codomain’s basis
0 0
1 0

Repg, ,, (x) = [O| Repg,, (x*/2)=|1/2

o

Repg, ,, (xX""1/(n+1)) = 0

n-+1

1/(n'+1)
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and put together to make the matrix.

0 0 ...0 0

1 0 ... 0 0
RemeBW(J): 0 1/2 ... 0 0

0 0 ... 0 1/(n+1)

(c) The images of the basis vectors of the domain are
T=1 x—=1/2 x*—1/3
and they are represented with respect to the codomain’s basis as
Repe, (1) =1 Repg,(1/2)=1/2
so the matrix is
RepBYSI(J) =(1 12 o m Yme)
(this is an 1x (n + 1) matrix).
(d) The images of the domain’s basis vectors are
T—1 x—=3 x*—9
and they are represented in the codomain as
Repe, (1) =1 Repg,(3)=3 Repg,(9) =9
and so the matrix is this.
Repg ¢, (eval3) = (1 39 ... 3“)
(e) The images of the basis vectors from the domain are 1 — 1, and x = x+ 1 =
T4+x and x> = (x +1)2 =1+ 2x +x%, and x> — (x + 1) =14 3x + 3x? +x3,
etc. The representations are here.

Repg(1+x) =

C O == -
S = N =

Repg (1 +2x +x%) =

(&}
(]

The resulting matrix

(@) —
[ —
[} —
w —
—~

3 —
~—

Repg p(slide 1) =

o
o
—_
w
—
3
S—

00 0 oo 1

is Pascal’s triangle (recall that (TT‘) is the number of ways to choose r things,
without order and without repetition, from a set of size n).
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Three.lll.1.23 Where the space is n-dimensional,

1 0... 0
oo
Repg g(id) = :
0 0... 1 B.B

is the n xn identity matrix.
Three.lll.1.24 Taking this as the natural basis

st = (5 §)(5 o) (5 0 (0 9
the transpose map acts in this way
f§1 — B fgz'—>f§3 fgs'—>f§2 54Hf§4
so that representing the images with respect to the codomain’s basis and adjoining
those column vectors together gives this.

10 00
001 0
Repg g(trans) = 01 0 0
0 0 0 1

B,B
Three.ll1l.1.25  (a) With respect to the basis of the codomain, the images of the
members of the basis of the domain are represented as

0 0 0 0
- 1 - - 0 S 0
Repy(B2) = |, | Reps(Ba)= ||| Reps(Ba)=|,| Reps(® =]
0 0 1 0
and consequently, the matrix representing the transformation is this.
0 0 0 0
10 0 0
01T 00
0010
00 00
1.0 0 O
(b) 00 00
0010
0 0 0O
10 00
©1o 1 0 0
0 0 0O
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Three.lll.1.26  (a) The picture of ds: R?> — R? is this.

o
w
&

ds
ds

=

<l g

| |
This map’s effect on the vectors in the standard basis for the domain is

)= ()= ()

and those images are represented with respect to the codomain’s basis (again,
the standard basis) by themselves.

e (o) =(0)  met (2= (2)

Thus the representation of the dilation map is this.

s 0
Repgzygz(dS): (O S)

(b) The picture of fo: R? — R? is this.

.

Some calculation (see Exercise 1.33) shows that when the line has slope k

1\ r ((1=K>)/(1+%?) 0\ « 2k/(1 +k2)
<o>%< 2k/(1 + K2) ) <1>'—><—(1—k2)/(1+k2)>

(the case of a line with undefined slope is separate but easy) and so the matrix
representing reflection is this.

1 1—k2 2k
Repez,ez(“)—ukz( 2K —H—k”)

Three.l11.1.27 Call the map t: R? — R2.

(a) To represent this map with respect to the standard bases, we must find, and
then represent, the images of the vectors €; and €, from the domain’s basis. The
image of €7 is given.

One way to find the image of €, is by eye— we can see this.

1 0 1 0 0 0
A more systematic way to find the image of €5 is to use the given information
to represent the transformation, and then use that representation to determine
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the image. Taking this for a basis,

we have that

Repgz(t(éz))=<é _01> (_11) =®
c,e, c &

and consequently we know that t(€;) = 3 - € (since, with respect to the standard
basis, this vector is represented by itself). Therefore, this is the representation of

t with respect to &5, &;.
-1 3
Repg, ¢, (t) = < 0 0)
€2,€3

(b) To use the matrix developed in the prior item, note that

o (- 3
%)

and so we have this is the representation, with respect to the codomain’s basis,
of the image of the given vector.

0 -1 3 0 15
(-0 3, ), - (5),

Because the codomain’s basis is the standard one, and so vectors in the codomain
are represented by themselves, we have this.

0 15
t =
(c) We first find the image of each member of B, and then represent those images
with respect to D. For the first step, we can use the matrix developed earlier.

we()-(303), (), -(5) = (2= (3)

Actually, for the second member of B there is no need to apply the matrix because
the problem statement gives its image.

B-0
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Now representing those images with respect to D is routine.

- -1 2 1/2
(33, men (- (1),

Thus, the matrix is this.

-1 1/2
Repp p(t) = ( 2 _/1>
B,D

(d) We know the images of the members of the domain’s basis from the prior item.

(-G 06

We can compute the representation of those images with respect to the codomain’s

basis.
o () -(), = =)}
B B

Thus this is the matrix.
-2 1
R =
epg, () <2 1)
B,B

Three.lll.1.28  (a) The images of the members of the domain’s basis are

B1— h(B1) B2 h(B2) ... Bn+ h(Bn)

and those images are represented with respect to the codomain’s basis in this

way.
1 0
R 0 . 1
Reppg)(n(B1)) = | . Repyg)(h(B2)) =
0 0
0
0

Hence, the matrix is the identity.

o -
— O
o

Repg n()(h) =
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(b) Using the matrix in the prior item, the representation is this.

C1
Repy () (h(V)) =
Cn h(B)
Three.lll.1.29 The product
0
hit ... i ... hyn : hii
}1211 e ]12’1 . llz’n ' }lzﬁ
. 1] =
hmi ++- Rmi ... hin (3) hm,i

gives the i-th column of the matrix.

Three.lll.1.30  (a) The images of the basis vectors for the domain are cosx d/i;(

—sinx and sinx d/»—d;( cos x. Representing those with respect to the codomain’s
basis (again, B) and adjoining the representations gives this matrix.

d 0 1
Repg p(3.) = (_] O)
B,B

. . . . a/d a/d
(b) The images of the vectors in the domain’s basis are e* VA ox and e2x Y

2e?*. Representing with respect to the codomain’s basis and adjoining gives this

matrix.
d 1 0
R — =
epB,B(dX) <O 2)
B,B
d/dx

(c) The images of the members of the domain’s basis are 1 W 0, x — 1,

er d/»—d;( e*, and xe* d/b—d;( e* 4+ xe*. Representing these images with respect to B

and adjoining gives this matrix.

01 0 0

d 0 0 0 0

RepB‘B(a)— 00 1 1
0O 0 0 1 B.B

Three.lll.1.31  (a) It is the set of vectors of the codomain represented with respect
to the codomain’s basis in this way.

1 0 X X
() rmen-(3) moen

As the codomain’s basis is €,, and so each vector is represented by itself, the
range of this transformation is the x-axis.
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(b) It is the set of vectors of the codomain represented in this way.

0 0) (x 0
() mremni(y ) v

With respect to £, vectors represent themselves so this range is the y axis.
(c) The set of vectors represented with respect to &, as

a b X _ ax + by
{(Za 2b> (y) %y eR}_{<2ax—|—2by> %y €R)

= {(ax-+ by)- @ %,y €]

is the line y = 2x, provided either a or b is not zero, and is the set consisting of
just the origin if both are zero.

Three.lll.1.32  Yes, for two reasons.
First, the two maps h and h need not have the same domain and codomain.

9

represents a map h: R? — R? with respect to the standard bases that sends

)= () = ()-()

and also represents a h: P; — R? with respect to (1,x) and &, that acts in this

way.
1 2
1— (3> and X — ( 4>

The second reason is that, even if the domain and codomain of h and h coincide,

For instance,

different bases produce different maps. An example is the 2x 2 identity matrix

(9

which represents the identity map on R? with respect to &,,&,. However, with
respect to &, for the domain but the basis D = (€5, €7) for the codomain, the same
matrix I represents the map that swaps the first and second components

() )

(that is, reflection about the line y = x).
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Three.ll1.1.33 We mimic Example 1.1, just replacing the numbers with letters.

Write B as <ﬁ1,...,[§n> and D as (51,...,§m>. By definition of representation
of a map with respect to bases, the assumption that

}

hit ... hin
Repg p(h) = :

R,
means that h({gi) =hi §14- -—|—hi,n5n. And, by the definition of the representation
of a vector with respect to a basis, the assumption that

hmn

C1
Repg (V) =
Cn
means that vV =c;B1 4 - + cnfn. Substituting gives
h(¥) =h(er - B1+---+cn - Bn)
=c1-h(B1)+-+cnPBn

C1 '(h1,1g1 +"'+hm,1gm)+"'+cn'(hhng] +"'+hm,ngm)

= (h1,1C1 +"'+h1,ncn) : S'1 +-- (hm,1c1 + "'+hm,ncn) . S'111
and so h(V) is represented as required.

Three.lll.1.34  (a) The picture is this.

=

The images of the vectors from the domain’s basis

1 1 0 0 0 0
0Ol— 10 1]+~ | cosO O] — | sin®
0 0 0 —sin® 1 cos 0

are represented with respect to the codomain’s basis (again, £3) by themselves,
so adjoining the representations to make the matrix gives this.
1 0 0
Repg, e,(te) = |0 cos® sin®
0 —sin® cosB

(b) The picture is similar to the one in the prior answer. The images of the vectors
from the domain’s basis

1 cos 0 0 0

0 —sin©
0| — 0 11— 11 0 — 0
0 sin O 0 0 1 cos O
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are represented with respect to the codomain’s basis €3 by themselves, so this is

the matrix.
cosO 0 —sinB

0 1 0
sin® 0 cosO

(c) To a person standing up, with the vertical z-axis, a rotation of the xy-plane
that is clockwise proceeds from the positive y-axis to the positive x-axis. That is,
it rotates opposite to the direction in Example 1.10. The images of the vectors
from the domain’s basis

1 cos 0 0 sin 0 0 0
O~ | —sin® 1]+ |cosb Ol—10
0 0 0 0 1 1

are represented with respect to £3 by themselves, so the matrix is this.

cos® sin® 0
—sin® cos® O

0 0 1
cos@ sin® 0 O
—sin® cos®@ 0 O
d
(d) 0 0 10
0 0 01
Three.lll.1.35  (a) Write the basis By as (f1,...,Px) and then write By as the
extension (B1,..., Bk, Pr+1y---Pn). If
C1
RePBu(V) =
Ck
so that Vv = ¢; -61 +~-~+Ck-(§k then
C1
— Ck
Repg, (%) = |
0

because V = ¢ - B +"‘+Ck'6k+0'[§k+l + 40 B
(b) We must first decide what the question means. Compare h: V — W with its
restriction to the subspace h|y: U — W. The range space of the restriction is a
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subspace of W, so fix a basis Dy, () for this range space and extend it to a basis
Dv for W. We want the relationship between these two.

Repg, p,(h) and Repg, b, (M u)

The answer falls right out of the prior item: if

h]’] e h.]yk
RepBu‘Dh(u)(hFu) = : :
hpt oo hpx
then the extension is represented in this way.
hit .. hix hixeer ..o hin
hp1 oo hpx hpxer ... hyp,
Repg, p, (W =] " v e P
0 oo O h—p+1,k+] “oe hp+1,n
O oo O hm‘k+] oo hm’n

(c) Take W; to be the span of {h(B1),...,h(Bi)}

(d) Apply the answer from the second item to the third item.

(e) No. For instance 7, : R? — R?, projection onto the x axis, is represented by
these two upper-triangular matrices

10 0 1
Repgz,sz(ﬂx)—<o 0> and Repc,ez(ﬂx)_<o 0)

where C = (&2, €1).

Three.lll.2: Any Matrix Represents a Linear Map

Three.l1l.2.12  (a) domain: 2, codomain: 2
(b) domain: 3, codomain: 2
(c) domain: 2, codomain: 3
(d) domain: 3, codomain: 2
(e) domain: 4, codomain: 2
Three.lll.2.13 For each we just have to decide if the matrix is nonsingular, perhaps
by doing Gauss’s Method. (In truth, we can do each of these by eye.)
(a) This matrix is nonsingular, since the second row is not a multiple of the first,
so the map is nonsingular.
(b) The matrix is singular so the map is singular.
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(c) Nonsingular.
(d) Nonsingular.

Three.l11.2.14 With respect to B the vector’s representation is this.

Repg(2x—1) = <31>

Using the matrix-vector product we can compute Repp (h(V))

=) -}
B D

From that representation we can compute h(V).

s ()4 )-()

Three.lll.2.15 As described in the subsection, with respect to the standard bases,
representations are transparent, and so, for instance, the first matrix describes this

map.

1 1 . : 0 : 0 3

0]=10 — 0 =10 11— : 0|~ 4

0 0 ¢ € 0 1
3

So, for this first one, we are asking whether there are scalars such that

(o)< )= ()= ()

that is, whether the vector is in the column space of the matrix.

(a) Yes. We can get this conclusion by setting up the resulting linear system and
applying Gauss’s Method, as usual. Another way to get it is to note by inspection
of the equation of columns that taking c3 = 3/4, and ¢y = —5/4, and ¢, = 0 will
do. Still a third way to get this conclusion is to note that the rank of the matrix
is two, which equals the dimension of the codomain, and so the map is onto—
the range is all of R? and in particular includes the given vector.

(b) No; note that all of the columns in the matrix have a second component that

is twice the first, while the vector does not. Alternatively, the column space of
the matrix is

(e @ re (8) o @ e eaes € BY={c @ ceR)

(which is the fact already noted, but we got it by calculation rather than inspira-
tion), and the given vector is not in this set.
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Three.lll.2.16  (a) The first member of the basis

(0)-0)
(%),

which is this member of the codomain.

()2 (4)=()

(b) The second member of the basis maps

)= (), (%),

to this member of the codomain.

1 (1 . 1 Ty (1
2 \1 2 \-1) \o
(c) Because the map that the matrix represents is the identity map on the basis,

it must be the identity on all members of the domain. We can come to the same
conclusion in another way by considering

)= (2,

(x+y)/2
x—v)/2)

which represents this member of R2.

() ()-0

Three.lll.2.17 Since, with respect to the standard basis £,, a matrix is represented
by itself, we just need to do the matrix-vector multiplication.

(a)

maps to

which maps to

Rep8201((§>))=:Repgz£2(h)Repgz(<§>)
~\2 4 3
2,82 53
_(11) _(11)
“\l16] T lie
[5%)
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()0
o )0)- 0

Three.ll1.2.18 A general member of the domain, represented with respect to the

acos0+bsin = a
a+b s

domain’s basis as

maps to
(2) representing 0- (cos0 +sin0) + a - (cos0)
D

and so the linear map represented by the matrix with respect to these bases
acos® +bsin6 — acosd
is projection onto the first component.
Three.ll.2.19 Denote the given basis of P, by B. Application of the linear map is
represented by matrix-vector multiplication. Thus the first vector in €3 maps to
the element of P, represented with respect to B by

13 0 1 1
010 0]=10
1 0 1 0 1
and that element is 1 + x. Calculate the other two images of basis vectors in the
same way.
1 3 0 0 3 1 3 0 0 0
01 0|]|1]=|1]=Repgd+x*) |0 1 0]]|0]=]0]| =Repg(x)
1T 0 1 0 0 1 0 1 1 1

So the range of h is the span of three polynomials 1+ x, 4 + x?, and x. We can
thus decide if T 4 2x is in the range of the map by looking for scalars c1, c2, and c3
such that

cr-(T+x)+c2 (4+x%) +c3-(x) =1+2x
and obviously ¢; =1, ¢c2 =0, and c¢3 = 1 suffice. Thus 1+ 2x is in the range, since
it is the image of this vector.

1 0 0
1-101+0-]1|+1-]0
0 0 1

Comment. A slicker argument is to note that the matrix is nonsingular, so it
has rank 3, so the range has dimension 3, and since the codomain has dimension 3
the map is onto. Thus every polynomial is the image of some vector and in
particular 1+ 2x is the image of a vector in the domain.
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Three.l11.2.20 Where B = ([31 , ﬁz> we can find Repg (V) by eye, where V is the general
vector, with entries x and y.

(;) =a- (2)) +b- (1) gives b=y,a=x—y

Thus the representation of general vector with respect to B is this.

) )

Compute the effect of the map with matrix-vector multiplication.

2 1 x—y\ _ (2x—y)+y) [2x—y
-1 0) . \y ), \ —Gx-y ) \—=x+y/,

Finish by converting back to the standard vector representation.

2x—y B o 1 B . T, X
(), - ) e (1) (L)

Three.lll.2.21 Let the matrix be G, and suppose that it represents g: V — W with
respect to bases B and D. Because G has two columns, the domain V is two-
dimensional. Because G has two rows, the codomain W is two-dimensional. The
action of g on a representation Repg (V) of a general member of the domain is

thlS.
y X y

(a) No matter what is the codomain’s basis D, the only representation of the zero
vector 6W is

> 0
Re =
po (0) 0 .
and so the set of representations of members of the null space is this.

{(") |x+2y=0and 3x+6y=0}={y- <_T/Z> |y e R}

/e ! D

(b) The nullity is 1. The representation map Repp: W — R? and its inverse are
isomorphisms and so preserve the dimension of subspaces. The subspace of
R? that is in the prior item is one-dimensional. Therefore, the image of that
subspace under the inverse of the representation map —the null space of G, is
also one-dimensional.

(c) The set of representations of members of the range space is this.

x+ 2y B 1 2
{(3X+6y> Ix,yeR}—{x-<3> +y-<6> %,y € R}
D D D

1
={k- <3> |k e R}
D
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(d) Of course, Theorem 2.4 gives that the rank of the map equals the rank of the
matrix, which is one. Alternatively, the same argument that we used above for
the null space gives here that the dimension of the range space is one.

(e) One plus one equals two.

Three.l11.2.22  (a) (i) The dimension of the domain space is the number of columns m =
2. The dimension of the codomain space is the number of rows n = 2.
For the rest, we consider this matrix-vector equation.

2 1 X a
We solve for x and y.

2 1 |a) a/2e+e2 (/2)p1 —(1/2)p2+pr (1 0] (3/7)a—(1/7)b
13 — — —

b (2/7)p2 01
(ii) For all

a
b
in equation (x) the system has a solution, by the calculation. So the range space
is all of the codomain #(h) = R?. The map’s rank is the dimension of the
range, 2. The map is onto because the range space is all of the codomain.

€ R?

(iii) Again by the calculation, to find the nullspace, setting a = b = 0 in
equation (x) gives that x =y = 0. The null space is the trivial subspace of the
domain.

0

)

The nullity is the dimension of that null space, 0. The map is one-to-one because

A (h) ={

the null space is trivial.
(b) (i) The dimension of the domain space is the number of matrix columns, m = 3,
and the dimension of the codomain space is the number of rows, n = 3.

The calculation is this.

0 1 3]a
2 3 4| p | PuEpr eifes —2p2es
-2 -1 2|c¢
1 0 —5/2|—(3/2)a+(1/2)b
(1/2)pr =(B/2pater [ 5 3/ (3/2) ) (1/2)
00 o0 —2a+b+c
(ii) There are codomain triples
a
b|eR?
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for which the system does not have a solution, specifically the system only has a
solution if —2a +b+c =0.

a 1/2 1/2
ZMh)={|b|la=(b+c)/2}={] 1 |b+| 0 |c|b,ceR}
C 0 1

The map’s rank is the range’s dimension, 2. The map is not onto because the
range space is not all of the codomain.

(iii) Setting a = b = ¢ =0 in the calculation gives infinitely many solutions.
Parametrizing using the free variable z leads to this description of the nullspace.

X 5/2
A M) ={ly|ly=-3zand x=(5/2)z}={| -3 | z|z€ R}
z 1

The nullity is the dimension of that null space, 1. The map is not one-to-one
because the null space is not trivial.

(c) (i) The domain has dimension m = 2 while the codomain has dimension n = 3.
Here is the calculation.

1T 1]a 5 5 1 0| —a+b
201 |p| e R e e o 1) 20—
301 Pres 0 0fa—2b+c
(ii) The range is this subspace of the codomain.
2b—c 2 —1
Z(h) ={ b |[b,ceR}={|1|b+| 0 |c|b,ceR}
c 0 1

The rank is 2. The map is not onto.
(iii) The null space is the trivial subspace of the domain.

)f)

The nullity is 0. The map is one-to-one.

Three.ll1.2.23 Here is the Gauss-Jordan reduction.

10 —1]a 10 —1 a
21 0 |b| 22" o 1 2| —2a+b
22 20¢) T \o 2 4| —2a+4c¢
10 —1 a

AR2APs g 1 2 | —2a+4b

00 0 |2a—2b+c
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(i) The dimensions are m = n = 3. (ii) The range space is the set containing all of
the members of the codomain for which this system has a solution.
b—(1/2)c
Z(h) ={ b | b,c € R}
c
The rank is 2. Because the rank is less than the dimension n = 3 of the codomain,
the map is not onto.
(iii) The null space is the set of members of the domain that map to a = 0,

b=0,and ¢ =0.

z

A (h)={] -2z]| |zeR}
z

The nullity is 1. Because the nullity is not 0 the map is not one-to-one.

Three.lll.2.24 For any map represented by this matrix, the domain and codomain are
each of dimension 3. To show that the map is an isomorphism, we must show it is
both onto and one-to-one. For that we don’t need to augment the matrix with a,
b, and c; this calculation

2 10
—(3/2)pa+p2  —3p2+tps (1/2)p1 2p3+p2
311 — — — —
—(7/2)p1+p3 —2p2
7 21 —(1/2)ps
s 10 0
S2eerer g g0
0 0 1
gives that for each codomain vector there is one and only one associated domain

vector.

Three.l11.2.25 (a) The defined map h is onto if and only if for every w € W there
is a V € V such that h(V¥) = W. Since for every vector there is exactly one
representation, converting to representations gives that h is onto if and only if
for every representation Repp (W) there is a representation Repg (V) such that
H - Repg (V) = Repp (W).

(b) This is just like the prior part.
(c) As described at the start of this subsection, by definition the map h defined
by the matrix H associates this domain vector v with this codomain vector w.

v hiivi+--+hinve
Repg (V) = | Repp (W) =H - Repg (V) = :

Vn hm,lvl +-+ hm,nvn
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Fix w € W and consider the linear system defined by the above equation.
hivi+---+ hinvn = Wy
hyvi+- -+ hynvn = W2

hnavi+ -+ hanvn = Wy
(Again, here the w; are fixed and the v; are unknowns.) Now, H is nonsingular
if and only if for all wy, ..., wy, this system has a solution and the solution is
unique. By the first two parts of this exercise this is true if and only if the map
h is onto and one-to-one. This in turn is true if and only if h is an isomorphism.
Three.ll.2.26 No, the range spaces may differ. Example 2.3 shows this.
Three.ll1.2.27 Recall that the representation map
v RePe g
is an isomorphism. Thus, its inverse map Repg1 :R™ — V is also an isomorphism.
The desired transformation of R™ is then this composition.

R Py e g
Because a composition of isomorphisms is also an isomorphism, this map Repp o
Repy ' is an isomorphism.
Three.l11.2.28 Yes. Consider

representing a map from R? to R?. With respect to the standard bases B; =
€2,D1 = &, this matrix represents the identity map. With respect to

o ()3

this matrix again represents the identity. In fact, as long as the starting and ending
bases are equal—as long as B; = D;—then the map represented by H is the
identity.

Three.l11.2.29 This is immediate from Lemma 2.9.

Three.lll.2.30 The first map

()-C) () -G)

stretches vectors by a factor of three in the x direction and by a factor of two in
the y direction. The second map

()-C).~6).-C)
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projects vectors onto the x axis. The third

()=C). (),

interchanges first and second components (that is, it is a reflection about the line

y =x). The last
<x> (x) (x + 3y> (x + 3y>
v \v/,, v /., y

stretches vectors parallel to the y axis, by an amount equal to three times their
distance from that axis (this is a skew.)

Three.ll1.2.31  (a) This is immediate from Theorem 2.4.
(b) Yes. This is immediate from the prior item.
To give a specific example, we can start with €3 as the basis for the domain,
and then we require a basis D for the codomain R3. The matrix H gives the
action of the map as this

1 1 1 0 0 0
0]=1]0 — |2 11=11 — |0
0 0/ . 0 0 0/ . 1
&3 D &3 D
0 0 0
0f=10 — |0
1 1 e, 0 o
and there is no harm in finding a basis D so that
1 1 0 0
Repp([0])=1]2 and Repp(|1])=|0
0 0 o 0 1 o

that is, so that the map represented by H with respect to £€3,D is projection
down onto the xy plane. The second condition gives that the third member of D
is €,. The first condition gives that the first member of D plus twice the second
equals €7, and so this basis will do.

0 1/2 0
D={([-11[,1/2],]1])
0 0 0
Three.ll1.2.32  (a) Recall that the representation map Repg: V — R" is linear (it
is actually an isomorphism, but we do not need that it is one-to-one or onto
here). Considering the column vector x to be a nx 1 matrix gives that the map
from R™ to R that takes a column vector to its dot product with X is linear (this
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is a matrix-vector product and so Theorem 2.2 applies). Thus the map under
consideration hg is linear because it is the composition of two linear maps.
V +— Repg (V) — X - Repg (V)

(b) Any linear map g: V — R is represented by some matrix

g1 92 - gn
( )

(the matrix has n columns because V is n-dimensional and it has only one row
because R is one-dimensional). Then taking X to be the column vector that is
the transpose of this matrix

g1
X = .
Jn
has the desired action.
Vi g1 Vi
V= — . :g1v1+...+gnvn
Vn In Vn

(c) No. If X has any nonzero entries then hy cannot be the zero map (and if X is
the zero vector then hg can only be the zero map).

Three.ll1.2.33  See the following section.

Section IV: Matrix Operations

Three.lV.1: Sums and Scalar Products

ThreelV.1.8  (a) (; (1) g) (b) <162 :26 1g6> © <g 2)

(d) _21 218> (e) Not defined.

Three.IV.1.9 The bases don’t matter. The only thing that matters is getting the

dimensions right.
00 00
00 00
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Three.IV.1.10 Represent the domain vector vV € V and the maps g,h: V — W with
respect to bases B, D in the usual way.
(a) The representation of (g + h) (V) = g(¥) + h(V)
((g1,1v1 + -+ g1,nVn)81 + - + (gm,1V1 + -+ + Gm,nVn)Om )
+ ((hl,l\)] +--+ h] ,nvn)gl +---+ (hm,1V1 +---+ hm,nvn)gm)

regroups

=((g1,1 +h1,1)vi + -+ (91,1 + h1n)vn) - &1
+ o+ ((gm,1 + R V1 4+ (gmyn + hmgn)Vn) - Om
to the entry-by-entry sum of the representation of g(V) and the representation of
h(V).
(b) The representation of (r-h) (V) =r- (h(v))
r((h,1v1 + hi2va + -+ hy wvn )8
+ o (R, 11+ R 2v2 4+ - + R Vi )8 )
= (thy1vi+ - +71hinva) - 51
44 (thpivi + -+ ThyVn) - 8m

is the entry-by-entry multiple of r and the representation of h.

Three.lV.1.11 First, each of these properties is easy to check in an entry-by-entry
way. For example, writing

g1,1 .-+ O1n his ... hin
G=| : z H=| '
gm,1 o G Rt eer R
then, by definition we have
gi,i+hir ... ginthin
G+H= : :
gm,1 +hm,1 cer gmmn +hm,n
and
hit+g11 ... hint+tgin
H+G= : :
hm,] + gm,1 ... hm,n + Jm,n

and the two are equal since their entries are equal g;;j + hi; = hi; + g;,;. That is,
each of these is easy to check by using Definition 1.3 alone.

However, each property is also easy to understand in terms of the represented
maps, by applying Theorem 1.4 as well as the definition.
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(a) The two maps g + h and h + g are equal because g(V) + h(V) = h(V) + g(V),
as addition is commutative in any vector space. Because the maps are the same,
they must have the same representative.

(b) As with the prior answer, except that here we apply that vector space addition
is associative.

(c) As before, except that here we note that g(v) + z(V) = g(V) + 0= g(¥).

(d) Apply that 0- g(¥) =0 = z(¥).

(e) Apply that (r+s)-g(V) =1 -g(¥V)+s-gV).

(f) Apply the prior two items with r =1 and s = —1.

(9) Apply that v- (g(V) + h(V)) =1 g(V) +7- h(V).

(h) Apply that (rs) - g(V) =1 (s - g(V)).

Three.lV.1.12 For any V, W with bases B, D, the (appropriately-sized) zero matrix
represents this map.
B1—=0-81+ 408 -+ Pn—=0-81+-+0-5m
This is the zero map.
There are no other matrices that represent only one map. For, suppose that H

is not the zero matrix. Then it has a nonzero entry; assume that h; ; # 0. With
respect to bases B, D, it represents h;: V — W sending
B; — h],jg1 +eF hi,jgi +- hm)jgm
and with respect to B,2 - D it also represents h,: V — W sending
Bj—hyy-(207) + - +hij- (28) + 4 hm - (20m)
(the notation 2 - D means to double all of the members of D). These maps are easily
seen to be unequal.

Three.lV.1.13 Fix bases B and D for V and W, and consider Repg p: £(V, W) = Mixn
associating each linear map with the matrix representing that map h + Repg p(h).
From the prior section we know that (under fixed bases) the matrices correspond
to linear maps, so the representation map is one-to-one and onto. That it preserves
linear operations is Theorem 1.4.

Three.IV.1.14 Fix bases and represent the transformations with 2x2 matrices. The
space of matrices M,y has dimension four, and hence any six-element set is linearly
dependent. By the prior exercise that extends to a dependence of maps. (The
misleading part is only that there are six transformations, not five, so that we have
more than we need to give the existence of the dependence.)

Three.IV.1.15 That the trace of a sum is the sum of the traces holds because both
trace(H + G) and trace(H) + trace(G) are the sum of hy 1 + g1,1 with hy > + g2,2,
etc. For scalar multiplication we have trace(r - H) = r - trace(H); the proof is easy.
Thus the trace map is a homomorphism from M., to R.



Answers to Ezercises 203

Three.IV.1.16  (a) The i,j entry of (G +H)" is gj,i + Ny,i. That is also the i,j entry
of GT +HT.

(b) The 1,j entry of (r- H)T is thj i, which is also the i,j entry of r- HT.

Three.lV.1.17  (a) For H + HT, the i,j entry is h;j + h;; and the j,i entry of is
hj,i + hi,j. The two are equal and thus H+ HT is symmetric.
Every symmetric matrix does have that form, since we can write H = (1/2) -
(H+HT).

(b) The set of symmetric matrices is nonempty as it contains the zero matrix.
Clearly a scalar multiple of a symmetric matrix is symmetric. A sum H + G
of two symmetric matrices is symmetric because h;; + gi; = h;,; + g;,1 (since
hij =hj,; and gij = gj,i). Thus the subset is nonempty and closed under the
inherited operations, and so it is a subspace.

Three.IV.1.18  (a) Scalar multiplication leaves the rank of a matrix unchanged except
that multiplication by zero leaves the matrix with rank zero. (This follows from
the first theorem of the book, that multiplying a row by a nonzero scalar doesn’t
change the solution set of the associated linear system.)

(b) A sum of rank n matrices can have rank less than n. For instance, for any
matrix H, the sum H + (—1) - H has rank zero.

A sum of rank n matrices can have rank greater than n. Here are rank one
matrices that sum to a rank two matrix.

Lo (G 0-G

Three.lV.2: Matrix Multiplication

Three.lV.2.14 () (g 1513) (b) <127 :: ::) (c) Not defined.
10
@ (s )
Three.V.2.15  (a) <110 42) (b) <110 42> (i ?) = <g6 314>
-18 17 1 -1\ (=18 17 6 1
(c) <—24 16) () (2 o) <—24 16> - <—36 34)

Three.lV.2.16  (a) Yes. (b) Yes. (c) No. (d) No.
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Three.lV.2.17  (a) 2x1  (b) 1x1  (c) Not defined. (d) 2x2
Three.IV.2.18 We have
hi,1- (91,191 +91,2Y2) + ha 2 (92,191 + 92,2Y2) + ha3 - (93,191 + 93,2y2) = ds

ha1 - (g1yr +912y2) +hap - (92091 +922Y2) + haz - (93191 +932y2) = da
which, after expanding and regrouping about the y’s yields this.

(hi1,191,1 +h1,292,1 +hi1393,1)yr + (i 1912 + M 2922 +hi393,2)y2 =dy

(h2,191,1 +h2292.1 +h23931)y1 + (h2;191,2 + h22922 + h2 393 2)y2 = d2
We can express the starting system and the system used for the substitutions in

matrix language, as

X X
hi1 hiz2 hys x; H x; _ (&
hz1 hz2 has dz

X3 X3

g1,1 91,2 X1
92,1 92,2 <3;> =G (3;) = | x2
93,1 93,2 X3

and with this, the substitution is d = HX = H(GY) = (HG)Y.
Three.IV.2.19  (a) Following the definitions gives this.
a
b|— (a+b)x*+(2a+2b)x+c
c

and

a+b (a+b)—-22a+2b)) [ a+b —3a-3b
2a+2b 0 - \2a+2b 0
(b) Because
1 0 0
T2 +4x+1 [ 1] =x>+2x+1 [0 —0x*+0x+1
1 1 1
we get this representation for h.
5/2  3/2 1/2
Repg c(h)=|—-3/2 —1/2 1/2
2 1 0
Similarly, because

1+»—>O_2 1—»—>02 2»—>11
1o 79 o) 0 0

this is the representation of g.

0 0 1
—1 1 1/2
Repc p(g) = 13 —1/3 0
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(c) The action of g o h on the domain basis is this.

205

: H(z —6) ?H<1 —3) 8H<o o)
4 0 2 0 0 0
1 1 1
We have this.
2 1 0
Repg p(goh) = 4/3; 23/32 8
0 0 0
(d) The matrix multiplication is routine, just take care with the order.
0 0 1 2 1 0
e —53//22 j{/zz }Z I s
1/3 —-1/3 0 ) ; 0 4/3 2/3 0
0 0 0 0 0 0

Three.IV.2.20 Technically, no. The dot product operation yields a scalar while the
matrix product yields a 1x1 matrix. However, we usually will ignore the distinction.

Three.lV.2.21 The action of d/dx on Bis 1 — 0, x — 1, x*> — 2x, ...and so this is

its (n+ 1) x (n + 1) matrix representation.

010 0
0 0 2 0
d
R —_— =
GPB,B( dx)
0 00 n
0 00 0
The product of this matrix with itself is defined because the matrix is square.
oo o Boe
0 0 2
0 0 0 n 0 0 0 nn-—1)
0 0 0 0 0 0 0 0
0 0 0 0
The map so represented is the composition
& dp & d°p
P77 e T Al
which is the second derivative operation.
Three.lV.2.22  (a) ii
(b) iii

(c) None
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(d) None, or (i) if we include multiplication from the left.

Three.IV.2.23 1t is true for all one-dimensional spaces. Let f and g be transformations
of a one-dimensional space. We must show that g o f (V) = f o g (V) for all vectors.
Fix a basis B for the space and then the transformations are represented by 1x1
matrices.

F=Repgs(f) = (f11)  G=Repsalg) = (911)
Therefore, the compositions can be represented as GF and FG.

GF =Repg g(gof) = (91,1f1,1) FG = Repg g(fog) = (fm 91,1)
These two matrices are equal and so the compositions have the same effect on each
vector in the space.

Three.lV.2.24 1t would not represent linear map composition; Theorem 2.7 would
fail.

Three.lV.2.25 Each follows easily from the associated map fact. For instance, p
applications of the transformation h, following q applications, is simply p + q
applications.

Three.lV.2.26 Although we can do these by going through the indices, they are best
understood in terms of the represented maps. That is, fix spaces and bases so that
the matrices represent linear maps f, g, h.

(a) Yes; we have both r-(goh) (V) =1-g(h(¥)) = (r-g)oh (¥) and go(r-h) (V) =
g(r-h(¥)) =r-g(h(V)) =1-(goh) (V) (the second equality holds because of the
linearity of g).

(b) Both answers are yes. First, fo (rg+sh) and r-(fog)+s- (foh) both send Vv
to r-f(g(¥))+s-f(h(V)); the calculation is as in the prior item (using the linearity
of f for the first one). For the other, (rf +sg)oh and r- (foh)+s-(goh) both
send V to r- f(h(V)) + s - g(h(¥)).

Three.lV.2.27 We have not seen a map interpretation of the transpose operation, so
we will verify these by considering the entries.

(a) The i,j entry of GH" is the j, 1 entry of GH, which is the dot product of the
j-th row of G and the i-th column of H. The 1,j entry of HTGT is the dot product
of the i-th row of HT and the j-th column of G', which is the dot product of
the i-th column of H and the j-th row of G. Dot product is commutative and so
these two are equal.

)T =HTTHT = HHT.

Three.IV.2.28 Consider 1y, Ty : R® — R3 rotating all vectors 71/2 radians counterclock-
wise about the x and y axes (counterclockwise in the sense that a person whose

(b) By the prior item each equals its transpose, e.g., (HHT

head is at €; or €, and whose feet are at the origin sees, when looking toward the
origin, the rotation as counterclockwise).
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B By
Rotating 7, first and then v, is different than rotating r first and then 7. In
particular, . (€3) = —€2 so 1y o7y (€3) = —€2, while 1y (€3) = €1 so T oTy(€3) = €1,
and hence the maps do not commute.
Three.IV.2.29 It doesn’t matter (as long as the spaces have the appropriate dimen-
sions).

For associativity, suppose that F is mxr, that G is rxn, and that H is n xk.
We can take any r dimensional space, any m dimensional space, any n dimensional
space, and any k dimensional space— for instance, R", R™, R™, and R* will do.
We can take any bases A, B, C, and D, for those spaces. Then, with respect to
C,D the matrix H represents a linear map h, with respect to B, C the matrix G
represents a g, and with respect to A, B the matrix F represents an f. We can use
those maps in the proof.

The second half is similar, except that we add G and H and so we must take
them to represent maps with the same domain and codomain.

Three.IV.2.30  (a) The product of rank n matrices can have rank less than or equal
to n but not greater than n.

To see that the rank can fall, consider the maps 7y, 7y : R? — R? projecting
onto the axes. Fach is rank one but their composition 7, o 7y, which is the zero
map, is rank zero. That translates over to matrices representing those maps in
this way.

1 0 0 0 0 0
Repgz,sz(ﬂx)'RePsz,sz(”U)_(0 0) (0 1>_<0 0)

To prove that the product of rank n matrices cannot have rank greater than
n, we can apply the map result that the image of a linearly dependent set is
linearly dependent. That is, if h: V — W and g: W — X both have rank n then
a set in the range #(g o h) of size larger than n is the image under g of a set in
W of size larger than n and so is linearly dependent (since the rank of h is n).
Now, the image of a linearly dependent set is dependent, so any set of size larger
than n in the range is dependent. (By the way, observe that the rank of g was
not mentioned. See the next part.)
(b) Fix spaces and bases and consider the associated linear maps f and g. Recall
that the dimension of the image of a map (the map’s rank) is less than or equal
to the dimension of the domain, and consider the arrow diagram.

V 5 26 S Z(gof)
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First, the image of Z(f) must have dimension less than or equal to the dimension

of Z(f), by the prior sentence. On the other hand, Z(f) is a subset of the domain

of g, and thus its image has dimension less than or equal the dimension of the

domain of g. Combining those two, the rank of a composition is less than or
equal to the minimum of the two ranks.
The matrix fact follows immediately.

Three.lV.2.31 The ‘commutes with’ relation is reflexive and symmetric. However, it

is not transitive: for instance, with

1 2 10 5 6
a=(33) m=(9) =G 3
G commutes with H and H commutes with ], but G does not commute with J.

Three.lV.2.32  (a) Either of these.

X X 0 X 0 0
y| & [o] & fo y |72 [y] ™ o
z 0 0 z 0 0

(b) The composition is the fifth derivative map d°/dx> on the space of fourth-

degree polynomials.
(c) With respect to the natural bases,

1.0 0 0 00
Repe, ¢,(m) =10 0 0 Repe, e, (my) =10 1 0
0 00 0 00
and their product (in either order) is the zero matrix.
(d) Where B = (1,x,x?,x3,x%),
00 20 O 0 006 0
42 0006 0 FE 0 0 0 0 24
RepB,B(@): 00 0 0 12 RepB,B(ﬁ) 0000 O
0000 O 000 0 O
0000 O 0000 O

and their product (in either order) is the zero matrix.

Three.IV.2.33 Note that (S+ T)(S—T) =52 — ST + TS — T2, so a reasonable try is
to look at matrices that do not commute so that —ST and TS don’t cancel: with

() ()

we have the desired inequality.

(56 —56 » o (60 —68
(5+1(S T)_<—88 —88) ST _<—76 —84)
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Three.lV.2.34 Because the identity map acts on the basis B as 61 — [31 ey ﬁn — ﬁn,
the representation is this.

1.0 0 0
010 0
0 0 1 0
0 0 O 1

The second part of the question is obvious from Theorem 2.7.
Three.IV.2.35  (a) The vector space My, has dimension four. The set {T4,...,T,1}
has five elements and thus is linearly dependent.

(b) Where T is nxn, generalizing the argument from the prior item shows that there
is such a polynomial of degree n? or less, since {T“Z, ..., T, 1} is a n? + 1-member
subset of the n2-dimensional space Myxn -

(c) First compute the powers

2_ (12 =32 P[0 - o (12 =32
“\V32 12 —\1 o0 “\V32 12

(observe that rotating by 71/6 three times results in a rotation by 7t/2, which is
indeed what T3 represents). Then set c4T* + c3T> + c2T? +¢1 T+ col equal to
the zero matrix

—1/2 —V3)2 0 —1 172 —V3/2
(ﬁ/z 12 ) Ca+ (1 0 ) €3+ (ﬁ/z 12 >C2

V3/2 —1/2 1 0 (o0 0
+<1/z \f3/2>c‘+<o 1>C°_<o o)

to get this linear system.

—(1/2)cq + (1/2)c2+ (V3/2)c1 +co=0
—(v3/2)cs —c3 — (V3/2)ca —  (1/2)eq =0
(V3/2)ea+c3+ (V3/2)ea+  (1/2)c =0
—(1/2)cq + (1/2)C2+(\/§/2)C1 +co=0

Apply Gaussian reduction.
—(1/2)cq4 + (1/2)c2+ (V3/2)er +co=0

—P1+ps P2+ps —(vV3/2)ca —c3 — (V3/2)ca —  (1/2)cq =0
0=0
0=0

—(1/2)cq +(1/2)c2+ (V3/2)c1+ co=0

f\/gﬂ;pz —c3— V3 2¢1 —+/3¢0 =0
0=0

0=0
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Setting ¢4, c3, and c, to zero makes ¢y and ¢ also come out to be zero so no
degree one or degree zero polynomial will do. Setting c4 and c3 to zero (and c,
to one) gives a linear system

(1/2) +(V3/2)ci1 + co=0

—V/3— 2¢1 —+/3¢co =0
with solution ¢y = —+v/3 and ¢p = 1. Conclusion: the polynomial m(x) =
x2 —/3x 4 1 is minimal for the matrix T.

Three.lV.2.36 The check is routine:

s d/dx
Ao+ aix—+-- +anx™ — apx+a;x>+- - +ax™!

F— aot+2arx+- -+ (n+T1)a,x™
while
n d/dx n—1_s n
Ao+ aix+ -+ apXx > aj +---+napXx — X+ -+ anX
so that under the map (d/dx os) — (s o d/dx) we have ap + a1x + -+ + anx™ —
ap +arx+---+apx™.
Three.IV.2.37  (a) Tracing through the remark at the end of the subsection gives
that the i,j entry of (FG)H is this

S T S T S T
Z(Z fikgr,e)hej = Z Z(fi,kgk,t)ht,j = Z Z fi k(9K che,j)

t=1 k=1 t=1k=1 t=1k=1

T S
= Z Z fi,,k(gk,tht,] Z fl k Z gk,tht,j)

k=1t=1 t=1
(the first equality comes from using the distributive laW to multiply through
the h’s, the second equality is the associative law for real numbers, the third
is the commutative law for reals, and the fourth equality follows on using the
distributive law to factor the f’s out), which is the i,j entry of F(GH).
(b) The k-th component of h(V) is

hi,jVj

I\/]:

j=1
and so the i-th component of g o h (V) is this
T n

Z gi,k(Z hi,jv;) = Z Z gi,khk,jvj = Z (gi,khi,j)v
k=1 =1 1

k=1j=1 k=1 j=

n o
= Z Z 91, kh-k,J Z Z gi, khk,)

j=1 k=1 j=1 k=1
(the first equality holds by using the distributive law to multiply the g’s through,
the second equality represents the use of associativity of reals, the third follows
by commutativity of reals, and the fourth comes from using the distributive law
to factor the v’s out).
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Three.lV.3: Mechanics of Matrix Multiplication

Three.lV.3.24  (a) Acting from the left, the P; , matrix swaps the first and second
TOWS 4
A1 2
. . 2 1
(b) Acting from the right, Py, swaps the first and second columns. 43
12 3
(c) From the left, P, 3 swaps the second and third rows. |7 8 ¢
4 5 6
Three.IV.3.25 (a) The second matrix has its first row multiplied by 3.

9

(b) The second matrix has its second row multiplied by 2.

3

(c) The second matrix undergoes the combination operation of replacing the
second row with —2 times the first row added to the second.

b

(d) The first matrix undergoes the column operation of: replace the second column
by —1 times the first column plus the second.

)

(e) The first matrix has its columns swapped.

2 1
4 3
Three.IV.3.26  (a) The second matrix has its first row multiplied by —3 and its
second row multiplied by O.
-3 —6
0 0

(b) The second matrix has its first row multiplied by 4 and its second row multiplied

by 2.
4 8
6 8
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Three.IV.3.27  (a) This matrix swaps row one and row three.

o1 0 a b c d e f
1 0 0 d e f]l=]la b c
0 0 1 g h i g h i

(b) This matrix swaps column one and two.

a by(0 1) (b a
c d/\1 0/ \d ¢
Three.IV.3.28 Multiply by Cq 2(—2), then by C; 3(—7), and then by C, 3(—3), paying
attention to the right-to-left order.

1 0 Oo\/1 O O\/1 OO\ /1T 2 1 O
o 1 0 O 1. 0f—-2 10 2 3 1 -1
0O =3 1) \-=7 0 1)\0 0 1) \7 11 4 -3

12 1 0

=|0 -1 —1 -1

6o 0 o0 0

Three.IV.3.29 The product is the identity matrix (recall that cos? 6 + sin?0 = 1).
An explanation is that the given matrix represents, with respect to the standard
bases, a rotation in R? of 8 radians while the transpose represents a rotation of —0
radians. The two cancel.

Three.IV.3.30  (a) The adjacency matrix is this (e.g, the first row shows that there
is only one connection including Burlington, the road to Winooski).

00 0 01
00 1 11
01010
01 100
1T 1.0 00

(b) Because these are two-way roads, any road connecting city i to city j gives a
connection between city j and city i.

(c) The square of the adjacency matrix tells how cities are connected by trips
involving two roads.

Three.lV.3.31 The pay due each person appears in the matrix product of the two
arrays.

Three.lV.3.32 The Gauss-Jordan reduction is routine.

12 oo\ . . 100
P I A - A U
3 ) —3p1+p3 (1/2)p3 0 0 1
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Thus we know elementary reduction matrices Ry,...,Rg such that Rg-R5---R;-T =1.
Move the matrices to the other side, paying attention to order. For instance, first
multiply both sides from the left by R; ' to get (R;'Rg)-Rs Ry - T = R '], which
simplifies to R5 -+ - Ry - T = Rgl, etc.

—1 —1 —1

1 0 0 1 0 0 1 0 0
T=|=2 1 0 0 10 0 1 0
0 0 1 30 1 0 -1 1
1 0 o\ /1o o\ /1 =2 0\
0 —1/5 0 01 0 0 1 0
0 0 1 00 1/2 0 0 1

Taking the inverse of an elementary reduction matrix is easy. For instance, to undo
adding k times row i to row j, you should take —k times row i and add it to row j.
With that, Lemma 3.20 says that Cj ; k) ! = Cij(—Kk).
10 0 100 1T 00 1T 0 0 1
=12 10 010 010 0 -5 0 0
0 0 1 3 01 0 11 0 0 1 0
Three.lV.3.33 One way to produce this matrix from the identity is to use the column
operations of first multiplying the second column by three, and then adding the
negative of the resulting second column to the first.
1 0
-3 3

10 1 0

0 1 0 3
In contrast with row operations, column operations are written from left to right,
so this matrix product expresses doing the above two operations.

1 0 1 0

0 3/ \—-1 1
Remark. Alternatively, we could get the required matrix with row operations.
Starting with the identity, first adding the negative of the first row to the second,
and then multiplying the second row by three will work. Because we write successive

row operations as matrix products from right to left, doing these two row operations
is expressed with: the same matrix product.

0 0 1
10 0
0 2 0

o = N

0
0
1

Three.lV.3.34 The set of diagonal matrices is nonempty as the zero matrix is diagonal.
Clearly it is closed under scalar multiples and sums. Therefore it is a subspace.
The dimension is n; here is a basis.

1 0

0 0
( SR b

00 0 0 0 1
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Three.lV.3.35 No. In P;, with respect to the unequal bases B = (1,x) and D =
(14+x,1 —x), the identity transformation is represented by this matrix.

. 1/2 1/2
Repg p(id) = <1§2 _1//2>
B,D

Three.IV.3.36 For any scalar r and square matrix H we have (rI)H = r(IH) =tH =
Tr(HI) = (Hr)I = H(rI).
There are no other such matrices; here is an argument for 2 x 2 matrices that is
easily extended to nxn. If a matrix commutes with all others then it commutes
with this unit matrix.

0 =26 o) o) 3)-( )

From this we first conclude that the upper left entry a must equal its lower right
entry d. We also conclude that the lower left entry c is zero. The argument for the
upper right entry b is similar.

Three.lV.3.37 It is false; these two don’t commute.

SN

Three.lV.3.38 A permutation matrix has a single one in each row and column, and
all its other entries are zeroes. Fix such a matrix. Suppose that the i-th row has
its one in its j-th column. Then no other row has its one in the j-th column; every
other row has a zero in the j-th column. Thus the dot product of the i-th row and
any other row is zero.

The i-th row of the product is made up of the dot products of the i-th row of
the matrix and the columns of the transpose. By the last paragraph, all such dot
products are zero except for the i-th one, which is one.

Three.IV.3.39 The generalization is to go from the first and second rows to the i;-th
and i,-th rows. Row 1 of GH is made up of the dot products of row i of G and the
columns of H. Thus if rows 1; and i, of G are equal then so are rows i; and i, of
GH.

Three.lV.3.40 If the product of two diagonal matrices is defined —if both are nxn—
then the product of the diagonals is the diagonal of the products: where G, H are
equal-sized diagonal matrices, GH is all zeros except each that i,1 entry is gi ihi i-

Three.lV.3.41 The i-th row of GH is made up of the dot products of the i-th row of
G with the columns of H. The dot product of a zero row with a column is zero.
It works for columns if stated correctly: if H has a column of zeros then GH (if
defined) has a column of zeros. The proof is easy.
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Three.lV.3.42 Perhaps the easiest way is to show that each n xm matrix is a linear
combination of unit matrices in one and only one way:

1 0 ... 0 0 ai a2
c1 O O +"'+Cn,m = :
0 ... 1 an,1 ... Gn,m
has the unique solution c; = ay 1, c2 = a; 2, etc.

Three.IV.3.43 Call that matrix F. We have
2 1 3 2 5 3
2 _ 3 _ 4
fn—H fn
F*' =
( fn fn—1>

where f; is the i-th Fibonacci number f; = f;_; + f;_, and fo =0, f; = 1, which
we verify by induction, based on this equation.

fior fia) (T 1) [ fi  fi,
fiz fiz) \1 0) \fi1 fia

Three.lV.3.44 Chapter Five gives a less computational reason — the trace of a
matriz is the second coeffictent in its characteristic polynomial — but for now

In general,

we can use indices. We have
Tr(GH) = (g1,1hu,1 + gi2he, 1+ + ginhn,1)
+ (92,112 +g2.2h22 + - + g2 nhn,2)
+- -+ (gnihin+gn2hon+ -+ gnnhnn)
while
Tr(HG) = (h1,191,1 + 12921+ - + i ngn,1)
+(h21g1,2+h22922+ - +h2ngn,2)
+--+(hn1g1n+hn 2000+ - +handnn)
and the two are equal.

Three.IV.3.45 A matrix is upper triangular if and only if its i, j entry is zero whenever
i>j. Thus, if G, H are upper triangular then h; ; and g; ; are zero when i > j. An
entry in the product pi; = gi,;1h1; +--- + gi,nhn j is zero unless at least some of
the terms are nonzero, that is, unless for at least some of the summands g +h. ;
both 1 < r and r <j. Of course, if i > j this cannot happen and so the product of
two upper triangular matrices is upper triangular. (A similar argument works for
lower triangular matrices.)
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Three.IV.3.46 The sum along the i-th row of the product is this.
Pi,1 + - +Pin = (hi,191,1 +hi292,1 + -+ hingn,1)
+ (hi,191,2 +hi292,2 4+ +hingn,2)
+- 4 (hi,1g1,n Fhi2g2n + -+ hingnn)
=hii(grn+g12+-+g1n)
+hi2(92,1+922+ -+ 9g2.n)
o Fhin(gng+gn2+ +gnn)
=hy1-14+---+hin-1
=1
Three.lV.3.47 Fix a basis B = <[§ 1, P2). Matrices representing the maps that send
h

€1H[§1 ﬁziu?

-
b

and
BirL B2 P20

will do. For instance, if for we use the standard basis then the two above give these

10 0 1
s ool
Notice that H? has rank 1 while G2 has rank 0.
Three.lV.3.48  (a) Each entry pi; = gi,1hij + -+ g1,+hy,1 takes r multiplications

and there are m - n entries. Thus there are m - n - r multiplications.

(b) Let Hy be 5x 10, let Hy be 10x20, let H; be 20x5, let Hy be 5x 1. Then
this association uses this many multiplications
((HiH2)H3)Hy 1000 + 500 + 25 = 1525
(Hy(H2H3))H4 1000 + 250 + 25 = 1275
(HiH2)(H3H4) 1000 4+ 100 + 100 = 1200
H;(H2(HsH4)) 100 + 200 4 50 = 350

Hi((HaH3)Hy4) 1000 + 50 + 50 = 1100
shows which is cheapest.

(c) This is an improvement by S. Winograd of a formula due to V. Strassen: let
w=0aA —(a—c—d)(A—C+D) and then

a b A By (o B
c d/\c D} \y 5
where « = aA +bB,and f =w+ (c+d)(C—A)+(a+b—c—d)D, and

vy = w+(a—c)(D—C)—d(A—B—C+D), and 6 = w+(a—c)(D—C)+(c+d)(C—A).
This takes seven multiplications and fifteen additions (save the intermediate

matrices.

results).



Answers to Ezercises 217

Three.lV.3.49 This s how the answer was given in the cited source. No, it does not.
Let A and B represent, with respect to the standard bases, these transformations

3
X X X 0
yl— |y y | | x
z 0 z y
Observe that

X 0 X 0
@ o] but S )

z 0 z X

Three.lV.3.50 This is how the answer was giwen in the cited source.
(a) Obvious.
(b) If ATAX = 0 then § - § = O where §j = AX. Hence § =0 by (a).
The converse is obvious.
(c) By (b), Axy,...,AX, are linearly independent iff ATAX;,..., ATAX, are
linearly independent.
(d) We have

col rank(A) = col rank(ATA) = dim{AT(AR) | all X}
< dim{ATy | all §} = col rank(AT).
Thus also col rank(AT) < col rank(AT') and so col rank(A) = col rank(AT) =

row rank(A).

Three.IV.3.51 This is how the answer was given in the cited source. Let (Z1,...,Zx)
be a basis for Z(A) N A (A) (k might be 0). Let Xi,...,Xx € V be such that
AX; = Z;. Note {AX1,...,AXy} is linearly independent, and extend to a basis for
H(A): AX1y. .. Ay ARkt 1y ..., ARy, where 11 = dim(Z(A)).

Now take X € V. Write
AX = a1 (AXy) + -+ ar, (AXy,)
and so
AKX = a1 (A%%1) 4+ -+ ar, (A%Ry).
But AX1,...,AXx € A (A), so A2%; =0,...,A?% = 0 and we now know
AR i1ye ey AR,
spans Z(A?).
To see {A*Xx 1 1,...,A%X,, } is linearly independent, write
bk+1A2i’k+1 + -+ by, Azfc'n =0
Alby 1 AR 1 + -+ + by ARy, ] =0
and, since by 1AXxy1 + - + by, AX, € A (A) we get a contradiction unless it is
0 (clearly it is in Z(A), but AXy,...,AXy is a basis for Z(A) N A (A)).
Hence dim(Z(A?)) =11 —k = dim(Z(A)) — dim(Z(A) N A (A)).
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Three.lV.4: Inverses

Three.lV.4.12 Here is one way to proceed. Follow

1 0 1]0 1 0 1 0 1]o 10
Pree: fo 3 11 0 o U lo 3 —1]1 0 0
1 -1 0|0 0 1 0 -1 —1]0 —1 1
with
1 10 11 o 1 0
Hrleses 1o 3 10 1 00
0 0 —4/301/3 -1 1
. 10 1 0o 1 0
(3/:"2 01 —1/3| 13 0 0
—BMes Ay o 1| -1/4 3/4 —3/4
o 1.0 0| 1/4 1/4 34
(i)ij“’z 01 0| 1/4 14 —1/4
paen 0 0 1|—1/4 3/4 —3/4

and read the answer off of the right side.

Three.IV.4.13  (a) Yes, it has an inverse: ad —bc =2-1—1-(=-1) #£ 0.
(b) Yes. (c) No.

1 -1y 1 (1= (13 —1/3

1 -3 4\  (3/4 1
(b)o.(—s)—4.1'<—1 o>_<1/4 o)

(c) The prior question shows that no inverse exists.

Three.IV.4.15  (a) The reduction is routine.

311 0 ame (11313 0
(o 2|0 1) 120 (

This answer agrees with the answer from the check.

-1
301\ 1 (2 -y 1 (2
02) “32-01\0 3) 6 \o 3

(1/2) \O 1] 0 1,2
—(1/3)p2+p1 (1 0] 1/3 —1/6
- (o 11 0 122
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(b) This reduction is easy.

2.1/2|1 0\ —G/2ge. (2172 10
3 1]0 1 0 1/4|-3/2 1

(1/2)p1 1 1/4(1/2 0 —(1/4)p2+p1 1 0 2 -1
PP <0 1] —6 4 — 0 1|—6 4

The check agrees.

1 1 —1/2 5. 1 -1/2
2-1-3-(1/2) \-3 2 N -3 2

(c) Trying the Gauss-Jordan reduction

2 411 0 (1/2ﬁ>+pz 2 —4 1 0
—1 210 1 0 01/2 1

shows that the left side won’t reduce to the identity, so no inverse exists. The
check ad —bc=2-2—(—4) - (—1) =0 agrees.
(d) This produces an inverse.
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(e) This is one way to do the reduction.

o 1 5|1 00 2 3 =210 0 1
0 =2 4|0 1 o] = fo —2 4)l0 1 0
2 3 —210 0 1 0 1 5|1 0 0

e (132 1] 0 0p
e o 1 2 0 —12 0
aMEer \o o al17 114 0
132 0|17 114 102

0

0

2"3:"2 0 1 0|2/7 —5/14
e No o0 117 114

. 10 0|-2/7 17/28 1,2
“B2eerer g 0| 2/7 —5/14 0
00 1| 17 114 0

(f) There is no inverse.

2 2 3|1 00 o 2 2 3 100
1 -2 =3[0 1 0 ’(;ﬁﬁpz 0 =3 —9/2|-1/2 1 0
4 —2 3]0 01 Teees 0 6 9| —2 0 1

) 2 2 3 1 0 0
e fo -3 =92 —1/2 1 0

0 0 0 -1 =2 1
As a check, note that the third column of the starting matrix is 3/2 times the
second, and so it is indeed singular and therefore has no inverse.

Three.IV.4.16 We can use Corollary 4.11.

1 5 =3\ (-5 3
1.5-2-3 \-=2 1) 2 =1
Three.lV.4.17  (a) The proof that the inverse is T '"H~" = (1/r) - H™! (provided, of

course, that the matrix is invertible) is easy.
(b) No. For one thing, the fact that H + G has an inverse doesn’t imply that H

has an inverse or that G has an inverse. Neither of these matrices is invertible

but their sum is.
1 0 0 0
0 0 0 1
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Another point is that just because H and G each has an inverse doesn’t mean
H + G has an inverse; here is an example.

1 0 -1 0

0 1 0 -1
Still a third point is that, even if the two matrices have inverses, and the sum
has an inverse, doesn’t imply that the equation holds:

20\ (12 o\ 30y (13 o)\
02) \o 12 03) Lo 13

-1 —
5 0\ (15 o)

but

0 5 Lo 15
and (1/2),(1/3) does not equal 1/5.
Three.lV.4.18 Yes: TS(T- ") = (TT---T)(T T ... T ) =T (IT )T kT =
=L
Three.IV.4.19 Yes, the inverse of H~' is H.

Three.lV.4.20 One way to check that the first is true is with the angle sum formulas
from trigonometry.

cos(07 +602) —sin(07 +03)
sin(07 +602) cos(67 + 07)

sin 07 cos 0, +cos0ysinB, cosOgcosO,; —sinOqsinb,

_ [cos0; —sin0 cos0; —sinB,
~ \sin®; cos6; sin®, cos0,
Checking the second equation in this way is similar.
Of course, the equations can be not just checked but also understood by recalling

that tg is the map that rotates vectors about the origin through an angle of 0 radians.
Three.lV.4.21 There are two cases. For the first case we assume that a is nonzero.

Then
f(c/a)_p>1+pz a b 1 0y fa b 1 0
0 —(bc/a)+d| —c/a 1) \0 (ad—Dbc)/a|—c/a 1

shows that the matrix is invertible (in this a # 0 case) if and only if ad —bc # 0.
To find the inverse, we finish with the Jordan half of the reduction.

(1/a)pr (1 b/a

(cos 01cos0, —sinB;sin®, —sinO; cosH, — cos 0, sinez)

(a/ad—bc)p2 0 1

1/a 0
—c/(ad —be) a/(ad —bc)

f(b/mﬁp] 1 0| d/(ad—bc) —b/(ad—bc)
0 1|—c/(ad—Dbc) a/(ad—Dbc)
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The other case is the a = 0 case. We swap to get c into the 1,1 position.
pigz c d|0 1
<O b|1T 0
This matrix is nonsingular if and only if both b and ¢ are nonzero (which, under

the case assumption that a = 0, holds if and only if ad — bc # 0). To find the
inverse we do the Jordan half.

(1@);:1 1 d/c| 0 1/c 7(d/ﬁ>z+p1 1 0| —d/bc 1/c
(1/b)p2 0 1 1/b 0 0 1 1/b 0

(Note that this is what is required, since a = 0 gives that ad — bc = —bc).

Three.IV.4.22 With H a 2x3 matrix, in looking for a matrix G such that the com-
bination HG acts as the 2 x 2 identity we need G to be 3 x 2. Setting up the

equation
1o 1\ [T ™ (1o
o1 0P 97 o1
T S

and solving the resulting linear system

m +r =1
n +s=0
p =
q 1
gives infinitely many solutions.
m 1 —1 0
n 0 0 —1
P 0 0 0
= R
{ q I +r 0 +s 0 |1,s € R}
T 0 1 0
s 0 0 1

Thus H has infinitely many right inverses.

As for left inverses, the equation

(m)(]m)_;
c d 01 0 0

o = O
— O O
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gives rise to a linear system with nine equations and four unknowns.

a =1
b =0
a =
c =0
d =
c =0
e =
f=0
e =

This system is inconsistent (the first equation conflicts with the third, as do the
seventh and ninth) and so there is no left inverse.

Three.lV.4.23 With respect to the standard bases we have

10
Repgzygs(t) =10 1
00

and setting up the equation to find the matrix inverse

1 0
a b c) (1 O) .
0 1] = = Repg, ¢, (id)
f 1 2,62
(d e 0 0 0

gives rise to a linear system.
a =1
b =0
d =0
e =1
There are infinitely many solutions in a,...,f to this system because two of these
variables are entirely unrestricted

a 1 0 0
b 0 0 0
c 0 1 0
{ al=1lol ¢ 1o +f- 0 lc,f€R}
e 1 0 0
f 0 0 1

and so there are infinitely many solutions to the matrix equation.

1 0 ¢
{<0 1 f>c,feR}
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With the bases still fixed at €, &;, for instance taking ¢ = 2 and f = 3 gives a
matrix representing this map.

X

Y }fg x+2z

. y+3z

The check that f; 3 ot is the identity map on R? is easy.

Three.lV.4.24 By Lemma 4.2 it cannot have infinitely many left inverses, because a
matrix with both left and right inverses has only one of each (and that one of each
is one of both—the left and right inverse matrices are equal).

Three.IV.4.25  (a) True, It must be linear, as the proof from Theorem II.2.20 shows.

(b) False. It may be linear, but it need not be. Consider the projection map
mt: R3 — R? described at the start of this subsection. Define n: R? — R3 in this

way.
X
X\ Y
(U) 1

It is a right inverse of 7t because 7w o1 does this.

b)) )

It is not linear because it does not map the zero vector to the zero vector.
Three.IV.4.26 The associativity of matrix multiplication gives H™' (HG) =H'Z =Z
and also H™'(HG) = (H""H)G = IG = G.
Three.lV.4.27 Multiply both sides of the first equation by H.

Three.lV.4.28 Checking that when [ —T is multiplied on both sides by that expression
(assuming that T* is the zero matrix) then the result is the identity matrix is
easy. The obvious generalization is that if T" is the zero matrix then (I1—T)' =
[+ T+T24---+T"; the check again is easy.

Three.IV.4.29 The powers of the matrix are formed by taking the powers of the
diagonal entries. That is, D? is all zeros except for diagonal entries of di,1 2 dz,zz,

etc. This suggests defining D° to be the identity matrix.

Three.IV.4.30 Assume that B is row equivalent to A and that A is invertible. Because
they are row-equivalent, there is a sequence of row steps to reduce one to the
other. We can do that reduction with matrices, for instance, A can change by row
operations to B as B = R, - - - RjA. This equation gives B as a product of invertible
matrices and by Lemma 4.4 then, B is also invertible.

Three.IV.4.31  (a) See the answer to Exercise 30.
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(b) We will show that both conditions are equivalent to the condition that the
two matrices be nonsingular.

As T and S are square and their product is defined, they are equal-sized, say
nxn. Consider the TS =1 half. By the prior item the rank of I is less than or
equal to the minimum of the rank of T and the rank of S. But the rank of [ is n,
so the rank of T and the rank of S must each be n. Hence each is nonsingular.

The same argument shows that ST = I implies that each is nonsingular.

Three.lV.4.32 Inverses are unique, so we need only show that it works. The check
appears above as Exercise 38.
Three.lV.4.33  (a) See the answer for Exercise 27.
(b) See the answer for Exercise 27.
(c) Apply the first part to I=AA"! to get I=1T = (AA~! )T =(A"1)
(d) Apply the prior item with AT = A, as A is symmetric.
Three.lV.4.34 For the answer to the items making up the first half, see Exercise 32.
For the proof in the second half, assume that A is a zero divisor so there is a nonzero
matrix B with AB = Z (or else BA = Z; this case is similar), If A is invertible then
A~1(AB) = (A"TA)B = IB = B but also A~'(AB) = A~ 'Z = Z, contradicting
that B is nonzero.

TAT,

Three.IV.4.35 There are infinitely many 2x 2 matrices T that square to the identity.

e () 6
b (%)
T

(in this last one the pattern involves Pythagorean triples, numbers r,s,t € R such
that 2 + s? = t?). Remark: see also https://en.wikipedia.org/wiki/Square_
root_of_a_2_by_2_matrix.

Two more are

and here is another

Three.lV.4.36 It is not reflexive since, for instance,

1 0
H =
is not a two-sided inverse of itself. The same example shows that it is not transitive.
That matrix has this two-sided inverse

10
GZ(O 1/2)


https://en.wikipedia.org/wiki/Square_root_of_a_2_by_2_matrix
https://en.wikipedia.org/wiki/Square_root_of_a_2_by_2_matrix
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and while H is a two-sided inverse of G and G is a two-sided inverse of H, we know
that H is not a two-sided inverse of H. However, the relation is symmetric: if G is
a two-sided inverse of H then GH = [ = HG and therefore H is also a two-sided
inverse of G.

Three.lV.4.37 This 1s how the answer was given in the cited source. Let A be
m X m, non-singular, with the stated property. Let B be its inverse. Then for
n<m,

r=1 r=1s=1 s=1r=1 s=1

(A is singular if k = 0).

Section V: Change of Basis

Three.V.1: Changing Representations of Vectors

Three.V.1.7 For the matrix to change bases from D to £, we need that Repg, (id(81)) =
Repe, (8;) and that Repe, (id(8,)) = Repe, (8,). Of course, the representation of a
vector in R? with respect to the standard basis is easy.

Repe, (81) = (?) Repg, (82) = <42>

Concatenating those two together to make the columns of the change of basis matrix

gives this.
. 2 -2
Repp ¢, (id) = (1 4 )

For the change of basis matrix in the other direction we can calculate Repp (id(€7)) =
Repp(€1) and Repp(id(€2)) = Repp (€2) (this job is routine) or we can take the
inverse of the above matrix. Because of the formula for the inverse of a 2x2 matrix,

w1 (a4 2\ (an0 2/10
Repe,,p(id) = 75 (_1 z>_<_1/1o 2/10>

Three.V.1.8 If the matrix is nonsingular then it can be a change of basis matrix. For

this is easy.

all of these matrices we can check that by eye.



Answers to Ezercises 227

(a) This is nonsingular since the second row is not a multiple of the first.

(b) This is nonsingular.

(c) This matrix is singular, since to be nonsingular a matrix must be square.

(d) This matrix is singular since twice the first row plus the second row equals
the third row.

(e) Nonsingular.

Three.V.1.9 Concatenate Repp (id(fq)) = Repp (B1) and Repp (id(B2)) = Repp (B2)
to make the change of basis matrix Repg p(id).

E) WA e

Three.V.1.10 The vectors RepD(id(ﬁﬂ) = RepD([§1), RepD(id(ﬁz)) = RepD(ﬁz),
and RepD(id((§3)) = RepD(ﬁg) make the change of basis matrix Repg p(id).

0 0 1 1T -1 0 1T -1 1,2
@ |[1 00l ®]o 1 —1 @ |1 1 —12
01 0 0 0 1 0 2 0

E.g., for the first column of the first matrix, 1 =0-x>+1-14+0-x.

Three.V.1.11 One way to go is to find Repg (8;) and Repg (8,), and then concatenate
them into the columns of the desired change of basis matrix. Another way is to
find the inverse of the matrices that answer Exercise 9.

0 1 1 1 2 —=1/2 2 1
(@) (1 o) (b) (2 4) (© (1 12 ) (d) (1 1)
Three.V.1.12 A matrix changes bases if and only if it is nonsingular.

(a) This matrix is nonsingular and so changes bases. Finding to what basis &, is
changed means finding D such that

) 50
RepgzyD(ld): (O 4)

and by the definition of how a matrix represents a linear map, we have this.

g) Repp (1d(€2)) = Repp () = (Z)

o=(0) ()

we can either solve the system

o) =)o) () l) ()

Repp (id(€7)) = Repp(€1) = (

Where



228 Linear Algebra, by Hefferon

or else just spot the answer (thinking of the proof of Lemma 1.5).

15\ (o
o=('5)- ()

(b) Yes, this matrix is nonsingular and so changes bases. To calculate D, we
proceed as above with

) = -6
- ()2)

(c) No, this matrix does not change bases because it is singular.

to solve

(d) Yes, this matrix changes bases because it is nonsingular. The calculation of
the changed-to basis is as above.

1/2 1/2
o= (1) (1)

Three.V.1.13  (a) Start by computing the effect of the identity function on each
element of the starting basis B. Obviously this is the effect.

1 1 0 0 0 0
ol % [o 1] 2% |1 ol <% fo
0 0 0 0 1 1
Now represent the three outputs with respect to the ending basis.
1 -2/3 0 1/3 0 1/3
Repp([0]|) =] 5/3 Repp(|1[)=|-1/3| Repp(|O0f)=|-1/3
0 —-1/3 0 2/3 1 —1/3

Concatenate them into a basis.
-2/3 1/3 1/3
Repg p(id)=| 5/3 —1/3 —1/3
-1/3 2/3 —-1/3
(b) One way to find this is to take the inverse of the prior matrix, since it converts
bases in the other direction. Alternatively, we can compute these three

1 1 1 1 0 0
Repe, ([ 2])= 2| Repe,(|T[)=[1] Repe, (| T )= 1T
3 3 1 1 —1 —1
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and put them in a matrix.

1 0

1 1

1T -1

+x + 1) with respect to the ending

Repg,p(id) =

w N =

(c) Representing id(x?), id(x? + x), and id(x?
basis gives this.
0 0 1/2
Repp (x%) = | 0 Repp (x? +x) = | —1 Repp (x> +x+1) = [ —1
1 1 1
Put them together.
0 0 172
Repg p(id) =0 -1 1
1 1 1
Three.V.1.14 This question has many different solutions. One way to proceed is to
make up any basis B for any space, and then compute the appropriate D (necessarily
for the same space, of course). Another, easier, way to proceed is to fix the codomain
as R3 and the codomain basis as 3. This way (recall that the representation of
any vector with respect to the standard basis is just the vector itself), we have this.

3 1 4
B=(|2]|,[-1],|1]) D=¢;
0 0 4

Three.V.1.15 Checking that B = (2sin(x) 4 cos(x), 3 cos(x)) is a basis is routine. Call
the natural basis D. To compute the change of basis matrix Repg p(id) we must
find Repp (2 sin(x)+cos(x)) and Repp (3 cos(x)), that is, we need x; :y1,xz,y2 such
that these equations hold.

X1 - sin(x) +y1 - cos(x) = 2sin(x) + cos(x)
X2 -sin(x) +yz - cos(x) =3
Obviously this is the answer.

. 2 0
Repg p(id) = (1 3>

For the change of basis matrix in the other direction we could look for Repg (sin(x))
and Repg(cos(x)) by solving these.

w1 - (2sin(x) 4 cos(x)) 4+ z1 - (3 cos(x)) = sin(x)

wy - (2sin(x) 4 cos(x)) 4+ z2 - (3 cos(x)) = cos(x)
An easier method is to find the inverse of the matrix found above.

—1
(2 0\ _1 (3 0o\ _ (172 o0
Repo,g(ldJ—<1 3> =6 <_1 2>_<—1/6 1/3)
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Three.V.1.16 We start by taking the inverse of the matrix, that is, by deciding what
is the inverse to the map of interest.

Repp ¢, (id)Repp ¢, (id) ! = ! - (‘ cos(26) ‘sm(ze)>

—cos2(20) —sin?(20) \ —sin(208)  cos(26)

_ [cos(20)  sin(20)

~ \sin(20) —cos(20)
This is more tractable than the representation the other way because this matrix is
the concatenation of these two column vectors

=, [cos(20) > . [ sin(20)
Repe, (81) = (sin(ZG)) Repe, (82) = (—cos(ZG))

and representations with respect to £, are transparent.

g cos(20) 5 sin(20)
"~ \sin(20) 27 | —cos(20)

This pictures the action of the map that transforms D to &, (it is, again, the inverse

of the map that is the answer to this question). The line lies at an angle 6 to the

X axis.

5 cos(20) &1t
L sin(20)

f I >
— >

5 — sin(20)
27\ —cos(20)
This map reflects vectors over that line. Since reflections are self-inverse, the answer

to the question is: the original map reflects about the line through the origin with
angle of elevation 6. (Of course, it does this to any basis.)

Three.V.1.17 The appropriately-sized identity matrix.
Three.V.1.18 Each is true if and only if the matrix is nonsingular.

Three.V.1.19 What remains is to show that left multiplication by a reduction matrix
represents a change from another basis to B = <f§1 yeuny ﬁn>
Application of a row-multiplication matrix M;(k) translates a representation
with respect to the basis <f§1 yeuny kgi, ceny 6n> to one with respect to B, as here.

V=c1-Br+ -t (kBi)+ - Fen-Bn = 1B+ H(ke)) Bit o Hen Prn =V

Apply a row-swap matrix P;; to translates a representation with respect to the
basis (B1,...,Bjy.--Piy--., Pn) to one with respect to (B1,...,Biy.. .y Bjy.--yPn)-
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Finally, applying a row-combination matrix C; j(k) changes a representation with
respect to <[§1,..., Si +k[§j, ceny [gj,..., En> to one with respect to B.

V=c1 1+t (Bit kB -+ ¢+ +cn B
e Brd e Bt (keitcg) Bt ten =V
(As in the part of the proof in the body of this subsection, the various conditions
on the row operations, e.g., that the scalar k is nonzero, assure that these are all
bases.)
Three.V.1.20 Taking H as a change of basis matrix H = Repg ¢ (id), its columns are
hy i

: | =Repg, (id(B:)) = Repe,, (B1)
hn,i
and, because representations with respect to the standard basis are transparent, we
have this.
hy i

| =B
hn,i
That is, the basis is the one composed of the columns of H.

Three.V.1.21  (a) We can change the starting vector representation to the ending
one through a sequence of row operations. The proof tells us what how the bases
change. We start by swapping the first and second rows of the representation
with respect to B to get a representation with respect to a new basis B;.

1

0

1

2 B,

We next add —2 times the third row of the vector representation to the fourth

Repg, (1 —x +3x* —x*) = Bi = (1—x1+xx*+x3x*—x%)

Irow.

Repg, (1 —x+3x*—x3) = By =(1—%1+x%3x*—x3x*>—x%)

oS = o =

B2
(The third element of B, is the third element of By minus —2 times the fourth
element of By.) Now we can finish by doubling the third row.

1

Repp (1 —x +3x* —x3) = D= (1—x1+x,(3x> —x3)/2,x* —x3)

o N O
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(b) Here are three different approaches to stating such a result. The first is the
assertion: where V is a vector space with basis B and Vv € V is nonzero, for any
nonzero column vector Z (whose number of components equals the dimension of
V) there is a change of basis matrix M such that M - Repg (V) = Z. The second
possible statement: for any (n-dimensional) vector space V and any nonzero
vector V € V, where Z7,z, € R™ are nonzero, there are bases B,D C V such
that Repg (V) = Z; and Repp (V) = Z;. The third is: for any nonzero v member
of any vector space (of dimension n) and any nonzero column vector (with n
components) there is a basis such that v is represented with respect to that basis
by that column vector.

The first and second statements follow easily from the third. The first follows
because the third statement gives a basis D such that Repp (V) = Z and then
Repg p(id) is the desired M. The second follows from the third because it is
just a doubled application of it.

A way to prove the third is as in the answer to the first part of this question.
Here is a sketch. Represent V with respect to any basis B with a column vector
Z7. This column vector must have a nonzero component because V is a nonzero
vector. Use that component in a sequence of row operations to convert z; to Z.
(We could fill out this sketch as an induction argument on the dimension of V.)

Three.V.1.22 This is the topic of the next subsection.

Three.V.1.23 A change of basis matrix is nonsingular and thus has rank equal to the
number of its columns. Therefore its set of columns is a linearly independent subset
of size n in R™ and it is thus a basis. The answer to the second half is also ‘yes’; all
implications in the prior sentence reverse (that is, all of the ‘if ...then ...’ parts of
the prior sentence convert to ‘if and only if’ parts).

Three.V.1.24 In response to the first half of the question, there are infinitely many
such matrices. One of them represents with respect to &, the transformation of R?

o) (o) () ()

The problem of specifying two distinct input/output pairs is a bit trickier. The

with this action.

fact that matrices have a linear action precludes some possibilities.
(a) Yes, there is such a matrix. These conditions

L300 E90)-0)
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can be solved

a+3b =1
c+3d= 1
2a— b =-1
2c— d=-1

to give this matrix.

—2/7 37
—2/7 37

H3)(E) ()2 ()

no linear action can produce this effect.
(c) A sufficient condition is that {V/;,V,} be linearly independent, but that’s not
a necessary condition. A necessary and sufficient condition is that any linear

(b) No, because

dependences among the starting vectors appear also among the ending vectors.
That is,
1V eV =0 implies c1Wq + cowy = 0.

The proof of this condition is routine.

Three.V.2: Changing Map Representations

Three.V.2.11  (a) Yes, each has rank two.
(b) Yes, they have the same rank.
(c) No, they have different ranks.

Three.V.2.12 Group the matrices into classes characterized by the condition that all
matrices in the same class are the same size and the same rank.
(a) 3x3, rank 2
(b) 2x2, rank 1
(c) 2x3, rank 2
(d) 3x3, rank 2
(e) 3x3, rank 1

Three.V.2.13 We need only compute the rank of each.

10 0 0
(a)<;gg> ® (o1 0 0
0010
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Three.V.2.14 Recall the diagram and the formula.

2 t 2
Rwrt B T Rwrt D

idl idl T= Repp, p(id) - T - Repg g (id)
2 2
Rwrt B T Rumf D

(a) These two
b= (@) ) () (@) )
show that
(o)
1 -1
and similarly these two
0 1 1 0
b -e o) () ()= )
give the other nonsingular matrix.
()
11
Then the answer is this.
i (1 —3) (1 2) <o 1) _ (—10 —18)
1T -1 3 4)\1 1 -2 4

Although not strictly necessary, a check is reassuring. Arbitrarily fixing

G- 3
2
we have that

. 3 1 2 3 7
= (2), 63),,0),-0),

and so t(V) is this. 7

) ()=(3)

Doing the calculation with respect to B, D starts with

[ —10 —18 ~1 —44
Repg(v}_<3>g <_2 _4>1‘31‘)<3>1‘3_<_]0>D

and then checks that this is the same result.

() () (2)

Repp p(id) =

Repg 5 (id)
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(b) These two

b5 @) ()

show that

and these tv@ B @ . <$> (:)) . (g) 0. (?)

. 11
Repg 5(id) = <2 O)

With those, the conversion goes in this way.

$_ 1/3 =1\ (1 2\ (1 1\ [-28/3 —8/3
S \1/3 01 3 4/\2 o)/ \38/3 10/3

As in the prior item, a check provides some confidence that we did this calculation
without mistakes. We can for instance, fix the vector

()

(this is arbitrary, taken from thin air). Now we have

e (2) 30,
and so t(V) is this vector.
1 8
H(3) ()5

show this.

(),

With respect to B, D we first calculate

Rep () — [ ] ~28/3 —8/3 1
PV =1 38/3 10/3),  \-2 .
(V).

and, sure enough, that is the same result for t

el

Three.V.2.15 Where H and H are m xn, the matrix P is m xm while Q is nxn.
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Three.V.2.16  (a) This is the arrow diagram.

h
Vw’r‘t B T> ert D

o o

h
V. rt B 1 ert D

w:

The diagram gives H = PHQ where Q = RepB)B(id) and P = Repp, p(id)
(remembering that the operation done first is written on the right).
(b) We want Q = Repy (id) and P = Repp, p,(id). For Q we do these calculations
(done here by eye).
1 —1 —1
Repg(id(1)) = | 0| Repg(id(x)) = | 1 Repg (id(x*)) = | 0
0 0 1

These calculations give P.

0 0
.. (0 0 0 [0 0 0
Repﬁud((o 1)))= ) RepD(ld(<1 1)))= ,
1 1

0 —1

RepD(id(C’ D)): o RepD(id(G ]))): B
1 1

This is the answer.

P:

—_ O O O

Three.V.2.17 This is the arrow diagram.

t
Vurt B — Wurt D

o

t
Vwrt B + ert D

Where Q = Repy 5 (id) and P = Repp, p,(id) the equation is T=PTQ.
These are the calculations for Q = RepB)B(id) (done by eye).

Repg(id(<;>)) = (;) Repg(id(@)) = (T)
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So we get this.

237

Q=

o)

These calculations give P = Repp, p (id).

Repp, (id(

D] -

Concatenate them to make the other matrix.

P =

o)

Three.V.2.18 Gauss’s Method gives this.

2 1 1
3 -1 0
1 3 2

N N 1 1/2 1/2
—(3/2)pa+p2  p2+p3 (1/2)p1 0 1 3/5
—(1/2)p1+p3 —(2/5)p2 0 0 0

Column operations complete the job of reaching the canonical form for matrix

equivalence.

Then these are the two matrices.

1
P=|o
0
1/2

3/5
-2

1
Q=10
0

0 0
~2/5 0
0 1

0 0
-2/5 0
1 1

0

1 1 1/2)col 1 1 00
—(3/5)<:_o>2+co 3 —(]/ )c_ol;—o—colz 01 0
—(1/5)col; +col3 0 0 0
1/2 0 0 1 0 0 1 0 0 1 0 0
0O 10 010 0 1 0 -3/2 1 0
0 0 1 0 1 1 —1/2 0 1 0 0 1
1 —-1/2 0 1 0 —1/5 1 —-1/2 —-1/5
0 1 0 0 1 0 =10 1 —3/5
0 0 1 0 0 1 0 0 1

0
1 =3/5
0 1

Three.V.2.19 Any nxn matrix is nonsingular if and only if it has rank n, that is,

by Theorem 2.7, if and only if it is matrix equivalent to the n xn matrix whose

diagonal is

all ones.

Three.V.2.20 If PAQ = I then QPAQ = Q, so QPA =1, and so QP = A",

Three.V.2.21 By the definition following Example 2.3, a matrix M is diagonalizable
if it represents M = Repg p(t) a transformation with the property that there is
some basis B such that Rep}g’f3 (t) is a diagonal matrix —the starting and ending
bases must be equal. But Theorem 2.7 says only that there are B and D such that
we can change to a representation RepE’D (t) and get a diagonal matrix. We have

no reason to suspect that we could pick the two B and D so that they are equal.
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Three.V.2.22 Yes. Row rank equals column rank, so the rank of the transpose equals
the rank of the matrix. Same-sized matrices with equal ranks are matrix equivalent.

Three.V.2.23 Only a zero matrix has rank zero.

Three.V.2.24 For reflexivity, to show that any matrix is matrix equivalent to itself,
take P and Q to be identity matrices. For symmetry, if H; = PH,Q then H, =
P~"H; Q! (inverses exist because P and Q are nonsingular). Finally, for transitivity,
assume that H; = P,H,;Q, and that H, = P3H3Q3. Then substitution gives
H; = P2(P3H3Q3)Q2 = (P2P3)H3(Q3Q2). A product of nonsingular matrices is
nonsingular (we've shown that the product of invertible matrices is invertible; in
fact, we've shown how to calculate the inverse) and so H; is therefore matrix
equivalent to Hj.

Three.V.2.25 By Theorem 2.7, a zero matrix is alone in its class because it is the
only mxmn of rank zero. No other matrix is alone in its class; any nonzero scalar
product of a matrix has the same rank as that matrix.

Three.V.2.26 There are two matrix equivalence classes of 1x 1 matrices—those of
rank zero and those of rank one. The 3x3 matrices fall into four matrix equivalence
classes.

Three.V.2.27 For m xn matrices there are classes for each possible rank: where k
is the minimum of m and n there are classes for the matrices of rank 0, 1, ..., k.
That’s k + 1 classes. (Of course, totaling over all sizes of matrices we get infinitely
many classes.)

Three.V.2.28 They are closed under nonzero scalar multiplication since a nonzero
scalar multiple of a matrix has the same rank as does the matrix. They are not
closed under addition, for instance, H + (—H) has rank zero.

Three.V.2.29 Here is the picture.

2 t 2
Rwrt & T Rwrt &2

idl idl
RZ

t 2
wrt B + Rwrt B

There are two ways to move from the lower left to the lower right. The first is
direct, using T= RepB‘B(t). The second moves up, then over, then down, using
Repe, p(id) - T - Repg ¢, (id) (remember that they get written right-to-left, so the
“up” matrix is on the right, in order to have that when applied to a Repg (V) the
matrix applied first is Repg ¢, (id)). We write S for Repg ¢, (id); of the two we
choose this one because it is easier to calculate. So we have T = S~'TS.
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. 1 -1
RepB)gz(ld):S: <2 _]>

-1
[ -1 1
i 3y —1 -1
Reng’B (ld) = R,epB‘(g2 (ld) =S = (2 _1> — <_2 ])

and thus the answer is this.

Repg p(t) = (; 1) (; 1]) <; ;) - (; g)

As a quick check, we can take a vector at random

e
i) (32

while the calculation with respect to B, B

_ 1 -2 0 1 -2
an=(5) (53, (5),-(3),

yields the same result.

1 —1 9
2. ~11- =
(b) As in the first item of this question
S=Repge,(id) = (B1| | Bn)  Repe,plid) =S ' =Repg e, (id) !

so, writing S for the matrix whose columns are the basis vectors, we have that
RepB’B(t) = T — S_1TS.

Three.V.2.30  (a) The adapted form of the arrow diagram is this.

(a) We have

and

giving

h
Vwrt B, T> ert D

idJ{Q ile
h
Vwrt B> —l:l> ert D

Since there is no need to change bases in W (or we can say that the change of
basis matrix P is the identity), we have Repg, p(h) = Repg, p(h) - Q where

Q= Resz,B] (id).
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(b) Here, this is the arrow diagram.
h
Vwrt B T> ert D,
idJQ ile
h
vwrt B T} ert D>

We have that Repg p,(h) =P - Repg p, (h) where P = Repp, p, (id).

Three.V.2.31  (a) Here is the arrow diagram, and a version of that diagram for inverse

functions.
h h™!
Vurt B — Wurt D Vurt B o Wurt D
ide idJ{P ide ile
V, 6 — s W« PR
wrt B r wrt D Vw’rt B - Ww"“'t D
a1

Yes, the inverses of the matrices represent the inverses of the maps. That is,
we can move from the lower right to the lower left by moving up, then left,
then down. In other words, where H = PHQ (and P, Q invertible) and H, F are
invertible then H-" = Q"H 1P~

(b) Yes; this is the prior part repeated in different terms.

(c) No, we need another assumption: if H represents h with respect to the same
starting as ending bases B, B, for some B then H? represents h o h. As a specific
example, these two matrices are both rank one and so they are matrix equivalent

b))

but the squares are not matrix equivalent —the square of the first has rank one
while the square of the second has rank zero.
(d) No. These two are not matrix equivalent but have matrix equivalent squares.

00 00
00 10
Three.V.2.32  (a) The arrow diagram suggests the definition.

t
Vu/'rt B4 T> Vu)'rt B,
idJ{ idl
t
Vw'rt B, ﬁ Vwrt B>
T

Call matrices T, T similar if there is a nonsingular matrix P such that T = P~ TTP.
(b) Take P~! to be P and take P to be Q.
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(c) This is as in Ezercise 24. Reflexivity is obvious: T = I~ TI. Symmetry is also
easy: T =P~ 'TP implies that T = PTP~' (multiply the first equation from the
right by P~! and from the left by P). For transitivity, assume that T; = P, 'TLP,
and that Tz = P3_1T3P3. Then T] = Pz_] (P3_1T3P3)P2 = (P2_1P3_1 )T3(P3P2)
and we are finished on noting that P3P, is an invertible matrix with inverse
P271 P37] .

(d) Assume T =P~ 'TP. For squares, 72 = (P~'TP)(P~'TP) =P~ 'T(PP-1)TP =
P~'T?P. Higher powers follow by induction.

(e) These two are matrix equivalent but their squares are not matrix equivalent.

L) ()

By the prior item, matrix similarity and matrix equivalence are thus different.

Section VI: Projection

Three.VI.1: Orthogonal Projection Into a Line

Three.VI.L1.6  (a)

JARNORYONCY

()-() T
(b)w. 322 (3) (2
(E? . @1 (O) 3 (°> @
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Three.VI.1.7  (a)

()
)
)1
L)

b) Writing the line as

1 1
2 1
1 —1 1 1 —3/4
3 1 1 3 |1 3/4
ThreeVI18 —~Z N/ . _ 2. _
ree 1 1 B i —3/4
1 1 1 1 3/4

Three.VI.1.9  (a) E



Answers to Ezercises 243

(b)w. 3) 2 (3) (65
HH-0-+0-6

In general the projection is this.

()0
) \1) (3) C3atxa (3) B ((9x1 +3x2)/1o>
3 3 1) 10 1)\ (3x1 +x2)/10
()-G)
(9/10 3/10)
3/10 1/10

The appropriate matrix is this.
Three.VI.1.10 Suppose that V; and V, are nonzero and orthogonal. Consider the

linear relationship ciVy + coVy = 0. Take the dot product of both sides of the
equation with V; to get that
Vi e (V1 +caVi2) = ¢q - (V7 V1) + ¢z - (Vi +V2)
=cy- (Vi Vi) +c2-0=cy-(V1+Vy)
is equal to vy « 0 = 0. With the assumption that V; is nonzero, this gives that c; is
zero. Showing that c, is zero is similar.
Three.VI.1.11  (a) If the vector V is in the line then the orthogonal projection is

V. To verify this by calculation, note that since v is in the line we have that

V = ¢y - § for some scalar cy.
VeSS | cy:§e§
= = § = JE —
Se§ §e§ .S

(Remark. If we assume that V is nonzero then we can simplify the above by

taking § to be V.)

(b) Write c5§ for the projection projz;(V). Note that, by the assumption that v

is not in the line, both V and V — c;§ are nonzero. Note also that if ¢y is zero

then we are actually considering the one-element set {V }, and with ¥ nonzero,

this set is necessarily linearly independent. Therefore, we are left considering the

.5 .

-S=cyg-1-8§=V

@«

'§:C\7'

@y

case that cj is nonzero.
Setting up a linear relationship
a1 (V) +a(v— Cﬁg) = 6
leads to the equation (aj + az) -V = azcy - 5. Because V isn’t in the line, the
scalars a; + az and acy must both be zero. We handled the c¢5 = 0 case above,
so the remaining case is that a; = 0, and this gives that a; = 0 also. Hence the
set is linearly independent.
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Three.VI.1.12 If §' is the zero vector then the expression

—

. Ve§
projis (V) = =~
contains a division by zero, and so is undefined. As for the right definition, for the

projection to lie in the span of the zero vector, it must be defined to be 0.

-5

Three.VI.1.13 Any vector in R™ is the projection of some other into a line, provided
that the dimension n is greater than one. (Clearly, any vector is the projection of
itself into a line containing itself; the question is to produce some vector other than
V that projects to V.)

Suppose that v € R™ with n > 1. If v # 0 then we consider the line ¢ =
{cV]| c € R} and if ¥ = 0 we take { to be any (non-degenerate) line at all (actually,
we needn’t distinguish between these two cases—see the prior exercise). Let
Vi,...,Vn be the components of V; since n > 1, there are at least two. If some v;
is zero then the vector w = €; is perpendicular to V. If none of the components is
zero then the vector w whose components are v,, —v1,0,...,0 is perpendicular to
V. In either case, observe that VV + W does not equal V, and that V is the projection
of V4w into {.

V+W)eV . VeV WV, | VeV
?.\):(_’_’ _’_‘).\}:_’_‘.\}:\)
VAR Ved VeV VAR

We can dispose of the remaining n =0 and n = 1 cases. The dimension n =0
case is the trivial vector space, here there is only one vector and so it cannot be
expressed as the projection of a different vector. In the dimension n = 1 case there
is only one (non-degenerate) line, and every vector is in it, hence every vector is
the projection only of itself.

Three.VI.1.14 The proof is simply a calculation.

125 s = 225 = Sl gy = DS
§§ 5§ 571> 5]
Three.VI.1.15 Because the projection of v into the line spanned by §'is
Vs
i)
§e3

the distance squared from the point to the line is this (we write a vector dotted
with itself W+ W as W?).

L Ve L WS . VeS _. _ V.3 _
IIV—;S;SHZ:v-v—v-(g.g-s)—(§.§~s)-v+(§.§ §)?
V.5 V.5
=VeV—-2-(5=) Ve§+ (=) 5§
SeS SeS§S
(Vev)-(§+8)—2-(Ves)2 + (V+5)?
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Three.VI.1.16 Because square root is a strictly increasing function, we can minimize
d(c) = (cs; —v1)? + (cs2 —v;)? instead of the square root of d. The derivative is
dd/dc = 2(cs1 —v1)-s7+2(csy; —V2) - s2. Setting it equal to zero 2(csy —vq)-s7 +
2(csz2 — V) =82 =c - (282 +2s3) — (vis7 +v252) = O gives the only critical point.

_ Visy+Vvasy VS

$12 + 552 5§
Now the second derivative with respect to ¢
d?d
—— =252 42557
ac2 1 2

is strictly positive (as long as neither s; nor s; is zero, in which case the question
is trivial) and so the critical point is a minimum.

The generalization to R™ is straightforward. Consider d.(c) = (cs1 —vi)? +
-4 (csn —vn)?, take the derivative, etc.

Three.VI.1.17 Suppose w € {. Because this is orthogonal projection, the two vectors
V—p and p — W are at a right angle. The Triangle Inequality applies and the
hypotenuse V — W is therefore at least as long as Vv — p.

Three.VI.1.18 The Cauchy-Schwarz inequality [V+§'| < ||V]|-||5|| gives that this fraction

12 st =125 1 = ToE ey = D

§.5 §.5 157112 5]
when divided by ||V|| is less than or equal to one. That is, ||V is larger than or
equal to the fraction.

—

Three.VI.1.19 Write c§ for d, and calculate: (V«c§/c§+c§) c§= (V+§/§+§) 5.

Three.VI.1.20  (a) Fixing
S 1
S\

as the vector whose span is the line, the formula gives this action,

)0
<x>H Y 1 .<1>:x+y.<1>:<(x+y)/2>
y C>.<v 1 2\ (x+y)/2
1 1
which is the effect of this matrix.
(1/2 1/2)
1/2 1/2

(b) Rotating the entire plane 7t/4 radians clockwise brings the y = x line to lie on
the x-axis. Now projecting and then rotating back has the desired effect.
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Three.VI.1.21 The sequence need not settle down. With

- 1 - 1
the projections are these.
Gr = 1/2 . (1/2 L [1/4
1= 1/2 ) 2= 0 ) 3= 1/4 )

This sequence doesn’t repeat.

Three.VI.2: Gram-Schmidt Orthogonalization

Three.VI.2.10  (a) (;; ﬁ) -1 (;)

Three.VI.2.11 Call the given basis B = <E1,[§2>. First, & = ;. For the other,

Ry = B2 —PIOj[z]](gz)~
—1 1
. —1 2 1 1 —3/2
Ky = _— 7 . =
2 1 1 1 3/2
1)\
To check that they are orthogonal, just note that their dot product is zero.

Three.V1.2.12 Call the given basis B = (1, 2, B3). First, &; = 1.
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—

Next, &2 = f32 — Projz,1(B2).

For the third, this is the formula

— —

K3 = B3 — Projg,;(B3) — projie,; (B3)

3 33/14
3] 2414
3 0714 33/14 9/19
_ | 2414 | = | =919
33/14 33/14 —27/14 3/19
24714 |« | 2414

—27/14) \-27/14

and here is the calculation.
3| =
3

Three.VI.2.13  (a)

W N = | W Www
w N =

W N = Wi =

il

()2 0)- (%

This is the corresponding orthonormal basis.

AT
Nvz) | —van)
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(c)

(25 0)-()

This is the associated orthonormal basis.

0)-)

Three.VI.2.14  (a) The first basis vector is unchanged.

R
I
(SR NN
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The second one comes from this calculation.

1 2
ol.1]2
g <1> T 2) ) <1> - . ;
Ky = — Projiz, | = -~
1 1 1 2\ (2 2
2|2
2] \2
1 2 1
= o —%- 2l =1 o
1 2 1

For the third the arithmetic is uglier but it is a straightforward calculation.

0 0 0
K3 = |3 | —projw, (|3 |) —proj, (|3 ])
1 1 !
o\ (2 0 !
3.2 31 0
0 1) \2) (2 1)\ ]
= 3 - T~ 7/ N 2 7N /7 1\ 0
1 2\ (2\ |, 1 1 —1
2 . 2 O ° 0
2) \2 -1 -1
1 2 —1 —-5/6

This is the orthonormal basis.

1/V3 1/v2 —1/V6
({1/v3], 0 | 2/ve )
1/V3 —-1/V2 —-1/V6

(b) The first basis vector is what was given.
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The second is here.

(2> (1/2>
31.11/2
1/2
S I R | 1/2 1/2
0 0
1 1/2 0
)22 2] - (o
0 0 1
Here is the associated orthonormal basis.

12\ [1/V2) (o
(| =1vz|, vz o]
0 0 1

Three.V1.2.15 We can parametrize the given space can in this way.

X 1 —1
(lyllx=y—z}={|1]-y+| 0| -z|lyzeR}
z 0 1

So we take the basis
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apply the Gram-Schmidt process to get this first basis vector
1

Ki=11
0
and this second one.
—1 1
0|1
—1 —1 —1 1 0 1
Ka=| 0 | =proje, (| O [)=10 |- 11
1 1 1 Nt o
11«11
0 O)
—1 » 1 —1/2
=10 -5 11=11/2
0 1
and then normalize.
1/V2 —-1/V6
({1/v2), | ve |)
0 2/V/6

Three.VI.2.16 Reducing the linear system

x—y—z+w=0 —eifer XY z+w=0

X +z =0 y+2z—w=0
and parametrizing gives this description of the subspace.
—1 0
{ _12 cz+ :) -wlz,weR}
0 1
So we take the basis,
—1 0
-2 1
d7 1,1
0 1



252 Linear Algebra, by Hefferon

and second basis vectors

0 —1
1 -2
0 0 0 of [ 1 1
S [ (S L] I D1 g LR NLVAR p
0 N 0 1 1 1
1 1 1 ) 2 0
1171
0 0
0 —1 ~1/3
| -2 (2| |13
“lo| e |1 ]| |13
1 0 1
and finish by normalizing.
—-1/v6 —V/3/6
—2/V6 V3/6
Cajve || vare |
0 V3/2

Three.V1.2.17 A linearly independent subset of R™ is a basis for its own span. Apply
Theorem 2.7.

Remark. Here’'s why the phrase ‘linearly independent’ is in the question.
Dropping the phrase would require us to worry about two things. The first thing to
worry about is that when we do the Gram-Schmidt process on a linearly dependent
set then we get some zero vectors. For instance, with

=i(2)-()
we would get this.
. 1 . 3 . 3 0
() o) w9

This first thing is not so bad because the zero vector is by definition orthogonal
to every other vector, so we could accept this situation as yielding an orthogonal
set (although it of course can’t be normalized), or we just could modify the Gram-
Schmidt procedure to throw out any zero vectors. The second thing to worry about
if we drop the phrase ‘linearly independent’ from the question is that the set might
be infinite. Of course, any subspace of the finite-dimensional R™ must also be
finite-dimensional so only finitely many of its members are linearly independent,
but nonetheless, a “process” that examines the vectors in an infinite set one at a
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time would at least require some more elaboration in this question. A linearly
independent subset of R™ is automatically finite—in fact, of size n or less—so the
‘linearly independent’ phrase obviates these concerns.

Three.V1.2.18 If that set is not linearly independent, then we get a zero vector.
Otherwise (if our set is linearly independent but does not span the space), we
are doing Gram-Schmidt on a set that is a basis for a subspace and so we get an
orthogonal basis for a subspace.

Three.V1.2.19 The process leaves the basis unchanged.

Three.V1.2.20  (a) The argument is as in the i = 3 case of the proof of Theorem 2.7.
The dot product

Ri» (V—projg, (V) — -+ — projp, (v))

can be written as the sum of terms of the form —K; « proj[,gj](\’f) with j # 1, and
the term K; « (V — projg,;(V)). The first kind of term equals zero because the
K’s are mutually orthogonal. The other term is zero because this projection is
orthogonal (that is, the projection definition makes it zero: K« (V—projz.;(V)) =
RisV—Ki+((VeKi)/(Ki+Ki)) - K; equals, after all of the cancellation is done, zero).
(b) The vector V is in black and the vector projg,;(V) +projy, (V) =1-€1+2-&;
is in gray.

The vector V — (projg,;(V) + projy,;(V)) lies on the dotted line connecting the
black vector to the gray one, that is, it is orthogonal to the xy-plane.
(c) We get this diagram by following the hint.

The dashed triangle has a right angle where the gray vector 1-€; + 2 - €, meets
the vertical dashed line V— (1- €7 + 2 - €;); this is what first item of this question
proved. The Pythagorean theorem then gives that the hypotenuse —the segment
from V to any other vector —is longer than the vertical dashed line.

More formally, writing projz,;(V) + - - -+ projy,;(v) as c1 - K1 + - - - + ¢y - K,
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consider any other vector in the span d; - € + -+ + dy - Kx. Note that

—

V—(dy Ky + -+ dg - Kx)

—

Z(V—(C1 -E'1+"'+Ck~l_<'k))

+ ((e1- Ry 4+ +ew-Ri) = (dr - Ry + -+ + dic - Rid))

and that (V—(cq-&y+- - +eeRi))((c1-Ki+- - +ewRi)—(dr K+ -+ dieRy)) =0
(because the first item shows the V— (cq - K1 4 - - - + ¢cx - K is orthogonal to each
K and so it is orthogonal to this linear combination of the K’s). Now apply the
Pythagorean Theorem (i.e., the Triangle Inequality).

Three.V1.2.21 One way to proceed is to find a third vector so that the three together
make a basis for R3, e.g.,

=
w
Il

oS O =

(the second vector is not dependent on the third because it has a nonzero second
component, and the first is not dependent on the second and third because of its
nonzero third component), and then apply the Gram-Schmidt process. The first
element of the new basis is this.

K1=15
—1
And this is the second element.
2 1
21| 5
) 2 . 2 2 0 1 1
2= |2 —projz,,(|2])=|2]|— 5
0 0 0 ! 1
51«5
—1 —1
2 1 1 14/9
0 —1 4/9
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Here is the final element.

1 1 1
K3= 10| —projig, ([ 0])—projg, (1 0])
0 0 0
1 1 1 14/9
O« 5 0f-]-—-2/9
1 o)\ 1 . 49 14/9
S 1\ [ /A WV I =29
o 1 1 e 14/9\ [ 14/9 4/9
5.5 29|+ =29
—1 —1 4/9 4/9
AN (149 1/18
=10 — 77 5 —17 —2/9|=|-1/18
0 —1 4/9 —4/18

The result K3 is orthogonal to both K; and K>. It is therefore orthogonal to every
vector in the span of the set { K7, K> }, including the two vectors given in the question.

Three.VI.2.22  (a) We can do the representation by eye.

T
B0 s

- 880 g
o 3) - 00 o)1)

(b) As above, we can do the representation by eye

(v ) )

>
2

2
1
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256
and the two projections are easy.
2 1
3 1

- g

(} .(1):

Note the recurrence of the 5/2 and the —1/2.
(c) Represent V with respect to the basis
T

2
Projg,,)( (3>) =

Repx (V) =
Tk

— =

so that V = r1K; + -+ - + r¢Kx. To determine r;, take the dot product of both
sides with Kj.
VekRi=(rmK1+ - +1Re)eKy=11-0+--+71;- (KeK)+--+1-0

Solving for r; yields the desired coefficient.
(d) This is a restatement of the prior item.

Three.VI.2.23 First, ||V||? =42 + 3% + 2% + 12 =50.
(a) C1=4 (b) C1=4,Cz=3 (C) C1=4,02=3,03:2,C4=]
For the proof, we will do only the k = 2 case because the completely general case is
messier but no more enlightening. We follow the hint (recall that for any vector w
we have [|[W || =W .W).
- Veky Ve VoK Ve
Oé(v—(# R+ o f'z)>-(v—(q LRyt o K2)>
K1+ K1 K2+K2 K1 K1 K2+K2
Vek Ve
— VeV -2V (a L N Kz>
K1 ¢ Kq K2 ¢ K2
VeKk Veky Veik Veka
HEE a2 ) (2 ke 2 k)
K1+Kq 2°K2 K1 Ky K2+ K2
VeK VeK
=VeV—2 [ (oK) + (\7-22)>
K1« Kq 2°K2
K Veidy L.
2 Kz-Kz)>

VeiR
+ (( )
K1 * Kq
(The two mixed terms in the third part of the third line are zero because K; and K>
are orthogonal.) The result now follows on gathering like terms and on recognizing
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that K7 +K7; = 1 and K, +-K> = 1 because these vectors are members of an orthonormal
set.
Three.V1.2.24 1t is true, except for the zero vector. Every vector in R™ except the

zero vector is in a basis, and that basis can be orthogonalized.

Three.V1.2.25 The 3 x3 case gives the idea. The set

a b c
{1dl,lel,|f|}
g h i
is orthonormal if and only if these nine conditions all hold
a b c
(adgle|ld|l=1 (adg)+|le|=0 (adg)-|[f]|=0
g h i
a b c
(beh)e|ld|=0 (beh)e]Je|=1 (beh|f]|]=0
g h i
a b c
(c fie]ld| =0 (cfie]le]|=0 (cfi|f]=1
g h i

(the three conditions in the lower left are redundant but nonetheless correct). Those,
in turn, hold if and only if

a d g a b c 100
b e h d e f|=]10 10
c f i g h i 0 0 1

as required.
This is an example, the inverse of this matrix is its transpose.

1/V2 1/V2 0
-1/vV2 1/v2 0
0 0 1

Three.VI.2.26 If the set is empty then the summation on the left side is the linear
combination of the empty set of vectors, which by definition adds to the zero vector.
In the second sentence, there is not such 1i, so the ‘if ...then ...’ implication is
vacuously true.

Three.V1.2.27  (a) Part of the induction argument proving Theorem 2.7 checks that
Ri is in the span of (B1,...,B1). (The i = 3 case in the proof illustrates.) Thus, in
the change of basis matrix Repy p(id), the i-th column Repg (K;i) has components
i+ 1 through k that are zero.
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(b) One way to see this is to recall the computational procedure that we use to
find the inverse. We write the matrix, write the identity matrix next to it, and
then we do Gauss-Jordan reduction. If the matrix starts out upper triangular
then the Gauss-Jordan reduction involves only the Jordan half and these steps,
when performed on the identity, will result in an upper triangular inverse matrix.

Three.VI.2.28 For the inductive step, we assume that for all j in [1..i], these three
conditions are true of each Kj: (i) each K; is nonzero, (ii) each Kj is a linear
combination of the vectors E Tyeees Bj, and (iii) each Kj is orthogonal to all of the
Km's prior to it (that is, with m < j). With those inductive hypotheses, consider

Kyt
Kiy1 = Pit1 —Projz,;(Bis1) — projg,j(Bir1) — -+ — Projiz, (Bit1)
= Bir1+Kr _  Pig1+K2 Bit1+Ki
=Pir1— ==  K—-——= K- ——— K
K1 ¢ K K2 * K2 Ki*Ki

By the inductive assumption (ii) we can expand each K;j into a linear combination
of B] yoeooy [§]~

Pit1 K1

=Pit1 — E P
Bit . e S
— ———— - | linear combination of (31, 32
K2 * K2
Bit1*Ki . . - -
— — — - | linear combination of f31,..., R
Ki e Ki

The fractions are scalars so this is a linear combination of linear combinations
of 61,. ey €i+]. It is therefore just a linear combination of 61,.. - 6i+1- Now,
(i) it cannot sum to the zero vector because the equation would then describe
a nontrivial linear relationship among the B”s that are given as members of a
basis (the relationship is nontrivial because the coefficient of ﬁiH is 1). Also,

(i) the equation gives Ky, as a combination of $1,...,Bi.1. Finally, for (iii),
consider Kj « Ki1; as in the i = 3 case, the dot product of Kj with K1 = ﬁiﬂ —
proj[k»”([giﬂ) —— proj[m([giﬂ) can be rewritten to give two kinds of terms,

Kj o (BH] — proj[zi]([giﬂ )) (which is zero because the projection is orthogonal)

and Kj « proj[,zm](ﬁpr]) with m # j and m < i+ 1 (which is zero because by the
hypothesis (iii) the vectors K; and K, are orthogonal).
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Three.Vl.3: Projection Into a Subspace

Three.VI.3.10  (a) When bases for the subspaces

BM=<<_‘1>> BN=<<_21>>
B=Bm Bn —<<_]1> , (_21>>

and the given vector is represented

()= () ()

then the answer comes from retaining the M part and dropping the N part.

st () (1)
B —<<])> BN<<_‘Z>>

are concatenated, and the vector is represented,

() [)-om (3

then retaining only the M part gives this answer.
. 1 4/3
s ()= ()

0 1
Bu={(|-1|,[o]) Bu=([o])
0 1 1
the representation with respect to the concatenation is this.
3 1 0 1
0| =0-]1-1]—-2-{0|+3-1]0
1 0 1 1

and so the projection is this.

are concatenated

(b) When the bases

(c) With these bases

3
proju,n(|0])=1] 0
1



260 Linear Algebra, by Hefferon

Three.V1.3.11 As in Example 3.5, we can simplify the calculation by just finding the
space of vectors perpendicular to all the the vectors in M’s basis.

(a) Parametrizing to get
—1
Mz{(:-(1 ) |ceR}

(s) o= (0)- (i) o=

Parametrizing the one-equation linear system gives this description.

M+ ={k- (}) |k e R}

(b) As in the answer to the prior part, we can describe M as a span

MZ{C~<3<2>CER} BM:<<3{2>>

and then M is the set of vectors perpendicular to the one vector in this basis.

MLz{@ 1(3/2) wt1-v=0}={k- (‘2/3> kER)

gives that

1

(c) Parametrizing the linear requirement in the description of M gives this basis.

MZ{C-(})CER} BM=<<}>>

Now, M+ is the set of vectors perpendicular to (the one vector in) By,.

ML—{<:> lu+v=0}={k- <_11> |k e R}

(By the way, this answer checks with the first item in this question.)
(d) Every vector in the space is perpendicular to the zero vector so M+ = R™,
(e) The appropriate description and basis for M are routine.

M—{y~<?>y€R} BM—<<(])>>

\ 0

)J_

Then

and so (y-axis)" = x-axis.
(f) The description of M is easy to find by parametrizing.
3 1 3 1
M={c-|1|+d-|0]|lcder} Bm=(|1],[0]
0 1 0 1
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Finding M here just requires solving a linear system with two equations

3u+v =0 7(1/3>]_p>1+pz 3u+ Y =0
u +w=0 —(1/3)v+w=0
and parametrizing.
—1
Mt ={k-| 3 ||keR}
1

(9) Here, M is one-dimensional

0 0
M={c-|-1]lceR} Bm=(|-1])
1 1

and as a result, M is two-dimensional.

u 1 0
Mt={lv|[l0Oou=T-v+T-w=0}={-[0|+k-|1]]jkeR}
w 0 1
Three.VI.3.12 Where
0 1
A=12 -1
0 1
straightforward, although tedious, calculation gives this.
1/2 0 1/2
AATA) 'AT={ 0 1 0
1/2 0 1/2
When applied to the vector we get the projection.
1/2 0 1/2 1 1/2
o 1 0 21 =1 2
1/2 0 1/2 0 1/2
Three.VI.3.13 Using the matrix calculation from the prior answer, this
1/2 0 —-1/2 1 1
0 1 0 2 1=12
—-1/2 0 1/2 —1 —1

shows the vector is in the subspace S.

Three.VI.3.14 Suppose w € S. Because this is orthogonal projection, the two vectors
V—p and p —w are at a right angle. The Triangle Inequality applies and the
hypotenuse V — W is therefore at least as long as Vv — p.
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Three.VI.3.15  (a) Parametrizing the equation leads to this basis for P.

1 0
Bp=([O0f,|1])
3 2

(b) Because R? is three-dimensional and P is two-dimensional, the complement
P+ must be a line. Anyway, the calculation as in Example 3.5

X X
L 10 3 (o
P_{‘i|<o1z>z_<o>}

gives this basis for P+.

3
Bpe =(| 2 |)
1

1 1 0 3

@ l1l=619 o|l+@14) [1]+314)| 2

2 3 2 1
1 5/14
(d) projp([ 1 [) =] 8/14
2 31/14

(e) The matrix of the projection

Po 10 3 1o -1 ({1 0 3
0 1 01 2 011 01 2
3 2 3 2

-1
(1)?(106)(103)
3 9 6 5 o1 2
: 5 —6 3
=—1|—6 10 2
14 3 2 13
when applied to the vector, yields the expected result.
1 5 —6 3 1 5/14
1 —6 10 2 11=1 8/14
3 2 13 2 31/14

Three.VI.3.16  (a) Parametrizing gives this.

M:{c-<_11> |c e R}
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For the first way, we take the vector spanning the line M to be

0

and the Definition 1.1 formula gives this.

= O

For the second way, we fix

and so (as in Example 3.5 and 3.6, we can just find the vectors perpendicular to
all of the members of the basis)

ML:{CV*) |—T-u+1-v=0}={k- (:) lkeR}  Byu =<<1)>

and representing the vector with respect to the concatenation gives this.

[5) == () ()

Keeping the M part yields the answer.

. 1 2
s () ()

The third part is also a simple calculation (there is a 1x 1 matrix in the
middle, and the inverse of it is also 1x 1)

A(ATA) TAT

-(N(E0[) @o-Eere

(e )= - (1 )

which of course gives the same answer.

. 1 (12 =12 Ty (2
e ()= (4 7) (5)- (3)
(b) Parametrization gives this.
-1
M={c-| 0 ||ceR}

1
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With that, the formula for the first way gives this.

o\ /-1
e 1 1 1
2 1 - , [~ -
o |=5{o|=]|o
-1 =1 1 1 1
ol-|o

To proceed by the second method we find M-+,

u 1 0
L={lv|l—u+w=0)={-|o|+kx-|1]|]jkeRr}
w 1 0

find the representation of the given vector with respect to the concatenation of
the bases By and Byt

0 —1 1 0
11 =1 O | +T1-|0f+1-]1
2 1 1 0

and retain only the M part.
0
projpm (| 1 [)=1"
2

Finally, for the third method, the matrix calculation

A(ATA) TAT

Y
—_—

Il

o L
—~

|

—_
o
—_
N——
o L
~—

|
/
N
o
—_
N——

— 1o (1/2) (—1 0 1): 0 (1/2 0 12
1 1
1/2 0 —-1/2
= 0 0 0
-1/2 0 1/2
followed by matrix-vector multiplication
0 1/2 0 —=1/2 0 —1
projm (] 11) 0 0 0 11=10
2 —1/2 0 172 2 1

gives the answer.
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Three.VI.3.17 No, a decomposition of vectors Vv = m + 1 into m € M and 1@ € N does
not depend on the bases chosen for the subspaces, as we showed in the Direct Sum
subsection.

Three.VI.3.18 The orthogonal projection of a vector into a subspace is a member of
that subspace. Since a trivial subspace has only one member, 6, the projection of
any vector must equal 0.

Three.VI.3.19 The projection into M along N of a V € M is V. Decomposing V = m+m
gives 1 =V and it = 0, and dropping the N part but retaining the M part results
in a projection of M = V.

Three.V1.3.20 The proof of Lemma 3.7 shows that each vector v € R™ is the sum of

its orthogonal projections into the lines spanned by the basis vectors.
_ . _ . . Vek; Ve

V= projg, () + -+ +projg (V) = o——5 K+ + —=

K1+ Kq Kn * Kn

Since the basis is orthonormal, the bottom of each fraction has K; +K; = 1.

—

'KTL

Three.VI.3.21 If V=M@ N then every vector decomposes uniquely as vV = m + 1.
For all v the map p gives p(V) = i if and only if V — p(V) = i, as required.

Three.VI.3.22 Let V/ be perpendicular to every w € S. Then Ve (c1W1 4+ cpnWp ) =
Ve(c1Wi) 4+ Ve(cnWn) =1 (VoW )+ -+ cn(Vewn) =c1:0+---+¢q-0=0.

Three.V1.3.23 True; the only vector orthogonal to itself is the zero vector.

Three.V1.3.24 This is immediate from the statement in Lemma 3.7 that the space is
the direct sum of the two.

Three.VI.3.25 The two must be equal, even only under the seemingly weaker condition
that they yield the same result on all orthogonal projections. Consider the subspace
M spanned by the set {V/;,V,}. Since each is in M, the orthogonal projection of V;
into M is V; and the orthogonal projection of v, into M is V. For their projections
into M to be equal, they must be equal.

Three.V1.3.26  (a) We will show that the sets are mutually inclusive, M C (M+)+
and (M+)Lt C M. For the first, if ™. € M then by the definition of the perp
operation, 1 is perpendicular to every v € M, and therefore (again by the
definition of the perp operation) m € (M*)+. For the other direction, consider
Vv € (M*)+. Lemma 3.7’s proof shows that R™ = M @ M* and that we can give
an orthogonal basis for the space (Ki,..., Kk, Kk+1,--.,Rn) such that the first
half (gq,...,Ry) is a basis for M and the second half is a basis for M+. The proof
also checks that each vector in the space is the sum of its orthogonal projections
into the lines spanned by these basis vectors.

V = projg,j (V) + - -+ + projz, (V)
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Because V € (M*)"1, it is perpendicular to every vector in M', and so the
projections in the second half are all zero. Thus V = projg, (V) +- - -+proj, (v,
which is a linear combination of vectors from M, and so V € M. (Remark. Here
is a slicker way to do the second half: write the space both as M & M~ and as
M+ & (M1)1. Because the first half showed that M C (M1)! and the prior
sentence shows that the dimension of the two subspaces M and (M)~ are equal,
we can conclude that M equals (M+)1))

(b) Because M C N, any v that is perpendicular to every vector in N is also
perpendicular to every vector in M. But that sentence simply says that N+ C
ML,

(c) We will again show that the sets are equal by mutual inclusion. The first direc-
tion is easy; any V perpendicular to every vectorin M+N ={m + 7| m e M, il € N}
is perpendicular to every vector of the form 1+ 0 (that is, every vector in M) and
every vector of the form 0+ (every vector in N), and so (M +N)+ C M+NN-+.
The second direction is also routine; any vector v € M+ NN+ is perpendicular to
any vector of the form c¢m + df because Ve (cii+dil) =c- (Vem)+d- (V1) =
c-0+d-0=0.

Three.V1.3.27  (a) The representation of

Vi
A% 'L> Tvi + 2vy 4 3v3
V3
is this.
Repe, ¢, ()= (1 2 3)
By the definition of f

A2 2 1 Vi
N ={|va || Tvi+2va+3v3=0}={|va || |2] V2] =0}
V3 V3 3 V3

and this second description exactly says this.
1
VGRS AN
3
(b) The generalization is that for any f: R™ — R there is a vector R so that
Vi
s v 4 -+ R
Vn
and h € ¥ (f)+. We can prove this by, as in the prior item, representing f with
respect to the standard bases and taking h to be the column vector gotten by
transposing the one row of that matrix representation.
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(c) Of course,

2 3
Repss,sz(f)_<4 5 6)

and so the null space is this set.

Vi Vi
A v | (l : 2) v :<8>}
V3

V3
That description makes clear that
1 4
21, (5| et
3 6

and since .4 (f)* is a subspace of R™, the span of the two vectors is a subspace
of the perp of the null space. To see that this containment is an equality, take

1 4
M=[{2[] N=[{[5[]
3 6

in the third item of Exercise 26, as suggested in the hint.
(d) As above, generalizing from the specific case is easy: for any f: R™ — R™ the
matrix H representing the map with respect to the standard bases describes the

action
Vi hivi+hiovo +---+hypvn
] :
Vn hm,avi +hmovo + -+ hmava
and the description of the null space gives that on transposing the m rows of H
hi 1 hm, 1
. hi2 - hm,2
h] = . yooe lm = .
h],n hm,n

we have A4 (f) = [{hy,...,Am ]l ([Strang 93] describes this space as the trans-
pose of the row space of H.)

Three.VI.3.28  (a) First note that if a vector V is already in the line then the orthog-
onal projection gives V itself. One way to verify this is to apply the formula for
projection into the line spanned by a vector §, namely (V+5/5+5) - 5. Taking the
line as {k-V |k € R} (the v = 0 case is separate but easy) gives (V+V/V+V) -V,
which simplifies to V, as required.

Now, that answers the question because after once projecting into the line,
the result proj, (V) is in that line. The prior paragraph says that projecting into
the same line again will have no effect.



(b) The argument here is similar to the one in the prior item. With V=M @ N,
the projection of V = 1 + 1 is projp N (V) = m. Now repeating the projection
will give projy N (m) = 1, as required, because the decomposition of a member
of M into the sum of a member of M and a member of N is i = m + 0. Thus,
projecting twice into M along N has the same effect as projecting once.

(c) As suggested by the prior items, the condition gives that t leaves vectors in
the range space unchanged, and hints that we should take 61, ceey E;r to be basis
vectors for the range, that is, that we should take the range space of t for M (so
that dim(M) = r). As for the complement, we write N for the null space of t
and we will show that V=M @ N.

To show this, we can show that their intersection is trivial M NN = {6} and
that they sum to the entire space M+ N = V. For the first, if a vector m is in the
range space then there is a V € V with t(V) = i, and the condition on t gives that
t(m) = (tot) (V) = t(V) = m, while if that same vector is also in the null space
then t(m) = 0 and so the intersection of the range space and null space is trivial.
For the second, to write an arbitrary Vv as the sum of a vector from the range
space and a vector from the null space, the fact that the condition t(V) = t(t(V))
can be rewritten as t(v — t(¥)) = 0 suggests taking v = t(¥) + (V — t(¥)).

To finish we taking a basis B = <f§1,...,[§n> for V where <f§1,...,[§r> is a
basis for the range space M and <[§r+1 N ﬁn> is a basis for the null space N.

(d) Every projection (as defined in this exercise) is a projection into its range
space and along its null space.

(e) This also follows immediately from the third item.

Three.VI.3.29 For any matrix M we have that (M~')" = (MT)~", and for any two
matrices M, N we have that MNT = NTMT (provided, of course, that the inverse
and product are defined). Applying these two gives that the matrix equals its
transpose.

(AATA)TAT)T = (AT (((ATA)) T )(AT)
— (ATH(((ATA)) HAT) = A(ATATT ) TAT = A(ATA) AT
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Topic: Line of Best Fit

1 As with the first example discussed above, we are trying to find a best m to “solve”
this system.

8m= 4
lem= 9
24m =13
32m=17
40m =20
Projecting into the linear subspace gives this
4 8
9 16
131124
17| |32] (8 8
20/ \ao) |[!®| 1832 |°
TN 78\ 24| = 3520 24
32 32
1o 1161 40 40
241.124
32 32
40 40
so the slope of the line of best fit is approximately 0.52.
20 A
154
10 4
5 4
0 T T T T
0 10 20 30 40
2 With this input
1 1852.71 292.0
1 1858.88 285.0
A=]: : b= :
1 1985.54 226.32
1 1993.71 224.39

(the dates have been rounded to months, e.g., for a September record, the decimal
.71 = (8.5/12) was used), Maple responded with an intercept of b = 994.8276974
and a slope of m = —0.3871993827.
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2801 ©
2601 % o
° %, g
240 | ~ e
',
220
1850 1900 1950 2000
3 With this input (the years are zeroed at 1900)
1 .38 249.0
1 .54 246.2
A= b= :
1 92.71 208.86
1 9554 207.37

(the dates have been rounded to months, e.g., for a September record, the decimal
.71 = (8.5/12) was used), Maple gives an intercept of b = 243.1590327 and a slope
of m = —0.401647703. The slope given in the body of this Topic for the men’s mile
is quite close to this.

250 7 :

240 A

230 1 ° e,

220 - =

210 1 BRI

0L : : : : :
1900 1920 1940 1960 1980 2000

4 With this input (the years are zeroed at 1900)

1 2146 373.2

1 32.63 327.5
A=1: : b= :

1 89.54 255.61

1 96.63 252.56

(the dates have been rounded to months, e.g., for a September record, the decimal
.71 =~ (8.5/12) was used), MAPLE gave an intercept of b = 378.7114894 and a slope
of m = —1.445753225.
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380 1
360 1
340 -
320 - s,
300 1
280 - e,

260 1 o,
240 -
220 -

1900 1920 1940 1960 1980 2000

05id

5 These are the equations of the lines for men’s and women’s mile (the vertical
intercept term of the equation for the women’s mile has been adjusted from the
answer above, to zero it at the year O, because that’s how the men’s mile equation
was done).

y = 994.8276974 — 0.3871993827x
y = 3125.6426 — 1.445753225x

Obviously the lines cross. A computer program is the easiest way to do the
arithmetic: MuPAD gives x = 2012.949004 and y = 215.4150856 (215 seconds is
3 minutes and 35 seconds). Remark. Of course all of this projection is highly
dubious — for one thing, the equation for the women is influenced by the quite slow
early times—but it is nonetheless fun.

380 1
360 1
340 1
320 1
300 1
280 1 .

260{ c--___

240 1 BRI

220 - -

1850 1900 1950 2000

Sage gives the line of best fit as toll = —0.05 - dist + 5.63.

sage: dist = [2, 7, 8, 16, 27, 47, 67, 82, 102, 120]
sage: toll = [6, 6, 6, 6.5, 2.5, 1, 1, 1, 1, 1]
sage: var('a,b,t')

(a, b, t)

sage: model(t) = axt+b

sage: data = zip(dist,toll)

sage: fit = find_fit(data, model, solution_dict=True)

sage: model.subs(fit)

t |--> -0.0508568169130319+t + 5.630955848442933

sage: p = plot(model.subs(fit), (t,0,120))+points(data,size=25,color="red")
sage: p.save('bridges.pdf')

But the graph shows that the equation has little predictive value.
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Apparently a better model is that (with only one intermediate exception) crossings
in the city cost roughly the same as each other, and crossings upstate cost the same
as each other.

7 (a) A computer algebra system like MAPLE or MuPAD will give an intercept
of b = 4259/1398 ~ 3.239628 and a slope of m = —71/2796 ~ —0.025393419
Plugging x = 31 into the equation yields a predicted number of O-ring failures
of y = 2.45 (rounded to two places). Plugging in y = 4 and solving gives a
temperature of x = —29.94°F.

(b) On the basis of this information

1 53 3
175 2
1 80 0
1 81 0

MAPLE gives the intercept b = 187/40 = 4.675 and the slope m = —73/1200 ~
—0.060833. Here, plugging x = 31 into the equation predicts y = 2.79 O-ring
failures (rounded to two places). Plugging in y = 4 failures gives a temperature
of x =11°F.

40 50 60 70 80

8 (a) The plot is nonlinear.
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20 A

154

10 1

(b) Here is the plot.

14
0.5 A

OA

—054+—"— : :

0 2 4 6

There is perhaps a jog up between planet 4 and planet 5.
(c) This plot seems even more linear.

0.5 1

—0.5 4

(d) With this input

—0.40893539
—0.1426675
0
0.18184359
0.71600334
0.97954837

8 1.2833012

N AW =
[op
I

Il
—_— o = = = =
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MuPAD gives that the intercept is b = —0.6780677466 and the slope is m =

0.2372763818.

(e) Plugging x = 9 into the equation y = —0.6780677466 + 0.2372763818x from



the prior item gives that the log of the distance is 1.4574197, so the expected
distance is 28.669472. The actual distance is about 30.003.
(f) Plugging x = 10 into the same equation gives that the log of the distance is
1.6946961, so the expected distance is 49.510362. The actual distance is about
39.503.

9 For any w € W, the vectors V—p and p — w are orthogonal. So the Triangle
Inequality applies to the triangle with those vectors as sides, and with Vv — w as
hypoteneuse. Therefore V — W is at least as long as vV — .

Topic: Geometry of Linear Maps

1 This Gaussian reduction

12 121
eger oo 3| ARy o 3
—pP1+pP3
00 1 00 0
1200 120
AR o 0 1| =R o 0
00 0 0 0 0

gives the reduced echelon form of the matrix. Now the two column operations of
taking —2 times the first column and adding it to the second, and then of swapping
columns two and three produce this partial identity.

1 0 0
B=]0 1 0
0 0 0
All of that translates into matrix terms as: where
1T -1 0 1 0 0 1T 0 0 1 0 0 1 00
P={(0o 1 o0]]0 —=1/3 0]]10 1 0 0O 1013 10
0 0 1 0 0 1 0o 1/3 1 -1 0 1 0 0 1
and
1 -2 0 010
Q=10 1 0 1 00
0 0 1 0 0 1

the given matrix factors as PBQ.
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2 We will first represent the map with a matrix H, perform the row operations and,
if needed, column operations to reduce it to a partial-identity matrix. We will then
translate that into a factorization H = PBQ. Substituting into the general matrix

cos® —sin 9)

R
Pes.e; (ro) <sin 0 cosO

gives this representation.

—1/2 —/3/2
Repe, ¢, (T27/3) (\/§§2 _\(/é >

Gauss’s Method is routine.
Viertes (—1/2 =V3/2) 200 (1 V3) —VEesrer (10
0 -2 (—1/2)p2 0 1 0 1

That translates to a matrix equation in this way.

1T —v3\ (-2 o0 1o0Y (<12 V32 _ |
0 1 o —1/2)\v3 1/ \v32 12 ]~

Taking inverses to solve for H yields this factorization.

—1/2 =32\ (1 o\ [(-1/2 0 1[3I
V32 =172 ) (V3 1 0o —2)\o 1

3 (a) Recall that rotation counterclockwise by 0 radians is represented with respect
to the standard basis in this way.

cos® —sin 9)

R t =
ePes e, (tr/a) (sin@ cosO

A clockwise angle is the negative of a counterclockwise one.

R (t )= cos(—m/4) —sin(—m/4)\ V2/2  V2)2
Pes e \tpi/a) = | Gin(Cn/a)  cos(—m/4) ) T \=v2/2 V2/2

(b) This Gauss-Jordan reduction

piea (V2/2 V2/2\ vz (11} —earer (10
0 V2 ) vz \0 1 0 1

produces the identity matrix. Thus we do not need column-swapping operations
to end with a partial-identity.
(c) In matrix multiplication the reduction is

1 -1\ (2/v2 o0 10
<o 1)( 0 1/\/2><1 1>H:I

(note that composition of the Gaussian operations is from right to left).
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(d) Taking inverses

1 0\ (v2/2 0)\/[1 1
H:<—1 1)(0 ﬁ)(o 1>I

P

gives the desired factorization of H. The partial identity is I.
(e) Reading the composition from right to left (and ignoring the identity matrices
as trivial) gives that H has the same effect as first performing this skew

(X> - <X . y) M
Y Y
—

o |
followed by a dilation that multiplies all first components by v/2/2 (this is a
shrink in that v/2/2 ~ 0.707 is less than 1) and all second components by V2,
followed by another skew.
)]
—x+y L h(d)

u—‘ (X)
y
"(V)

For an example we start with the unit vector whose angle with the x-axis is 71/6
and apply the components of H in turn.

({3/22) (X>H(x+y) : ((ﬁ; 2y

Y y
—

<i

(ﬁ(gz”ﬁ)

(Ve

()
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We can easily verify that the resulting vector has unit length and forms an angle
with the x-axis of —7t/12, which is indeed a rotation clockwise of 7t/4 radians
since (71/6) — (11/4) = —m/12.

4 Represent it with respect to the standard bases £;,&;. That produces a 1x1
matrix. The only entry is the scalar k.

5 (a) A line is a subset of R™ of the form {V =1+t -w |t € R}. The image of a
point on that line is h(V) = h(ii +t- W) = h(ll) + t - h(W), and the set of such
vectors, as t ranges over the reals, is a line (albeit, degenerate if h(w) = 5)

(b) This is an obvious extension of the prior argument.

(c) If the point B is between the points A and C then the line from A to C has B
in it. That is, thereisat € (0..1) such that b=a+t- (¢— @) (where B is the
endpoint of 5, etc.). Now, as in the argument of the first item, linearity shows
that h(b) = h(a) + t - h(¢— a@).

6 The two are inverse. For instance, for a fixed x € R, if f'(x) = k (with k # 0) then

(F1Y(x) = 1/k.

—[f(x]

X:E/ \:Effl(f(x))

7 We can show this by induction on the number of components in the vector. In the
n = 1 base case the only permutation is the trivial one, and the map

() ()

is expressible as a composition of swaps—as zero swaps. For the inductive step we
assume that the map induced by any permutation of fewer than n numbers can be
expressed with swaps only, and we consider the map induced by a permutation p
of n numbers.

X1 Xp(1)

X2 Xp(2)
’_)

Xn Xp(n)



Consider the number 1 such that p(i) = n. The map

X1 Xp(1)

X2 Xp(2)
LN

Xi Xp(n)

Xn Xn

will, when followed by the swap of the i-th and n-th components, give the map p.
Now, the inductive hypothesis gives that p is achievable as a composition of swaps.

Topic: Magic Squares

1 (a) The sum of the entries of M is the sum of the sums of the three rows.
(b) The constraints on entries of M involving the center entry make this system.

mz1+my2+me3=s
mi2+my2+msz2=s
mpp+m2+ms33=s
mi3+ma2+msz=s

Adding those four equations counts each matrix entry once and only once, except
that we count the center entry four times. Thus the left side sums to 3s +3m, ;
while the right sums to 4s. So 3m,, =s.
(c) The second row adds to s so my 1 + my 2 + My 3 = 3my,, giving that
(1/2) - (m2,1 + m23) = my . The same goes for the column and the diagonals.
(d) By the prior exercise either both m; ; and m, 3 are equal to m; ; or else one is
greater while one is smaller. Thus m;  is the median of the set {m, 1, m2 >, m2 3}
The same reasoning applied to the second column shows that Thus m; ; is the
median of the set {m >, ms 1, M2 2, M2 3, M3} Extending to the two diagonals
shows it is the median of the set of all entries.



2 For any k we have this.

1T 1 0 0]s 1T 1 0 0]s
0 01 1]s 0 0 1 1]s
101057;)1_;)30—]]00
01 0 T|s| —ei+es |O 1 0 1]s
10 0 1] s 0O -1 0 110
01 1 0s 0O 1 1 0fs

1T 1 0 0]s 1 1 0 O0]s

0O 1T 1 0fs 01T 1 O0fs

—p2érpe 0O -1 1 0|0 —p2+p3 0 0 2 O0fs

o 1 0 1|s| —eates |01 -1 10

P2+pPs
0O -1 0 110 0 0 1 11|s
0 0 1 11|s 0 0 1 1]|s

The unique solutionisa=b=c=d =s/2.
3 By the prior exercise the only member is Z,.o.

4 (a) Where M, N € M, ,xn we have Tr(cM+dN) = (cmy 1+dnq 1)+ -+ (cmnyn+
dnnn) =(cmii+--+cmpn)+(dny+---+dnnn) =c-Tr(M)+d - Tr(N)
where all numbers are real, so the trace preserves linear combinations. The
argument for Tr* is similar.

(b) It preserves linear combinations: where all numbers are real, 6(cM + dN) =
(Tr(cM+dN), Tr*(cM+dN)) = (¢ Tr(M)+d-Tr(N),c- Tr* (M) +d-Tr*(N)) =
c-0(M)+d-0(N).

(c) Where hy,...,h,: V — W are linear then so is g: V — W™ given by g(V) =
(hy(V)y ..., hn(V)). The proof just follows the proof of the prior item.

5 (a) The sum of two semimagic squares is semimagic, as is a scalar multiple of
a semimagic square. (b) As with the prior item, a linear combination of two
semimagic squares with magic number zero is also such a matrix.

Topic: Markov Chains

1 (a) With this file coin.m
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# Octave function for Markov coin game. p is chance of going down.
function w = coin(p,Vv)
q = 1-p;
A=[1,p,0,0,0,0;
0,0,p,0,0,0;
0,q,0,p,0,0;
0,0,q,0,p,0;
0,0,0,q,0,0;
0,0,0,0,q,1];
w=A *v;
endfunction
This Octave session produced the output given here.
octave:1> v0=[0;0;0;1;0;0]
v0 =

o R O O O

0
octave:2> p=.5
p = 0.50000
octave:3> vl=coin(p,v0)
vl =
.00000
.00000
.50000
.00000
.50000
0.00000
octave:4> v2=coin(p,vl)
v2 =
.00000
.25000
.00000
.50000
.00000
.25000
This continued for too many steps to list here.
octave:26> v24=coin(p,v23)
v24 =
0.39600
0.00276

O O O O o

O O O O O o
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0.
0.
0.
0.

00000
00447
00000
59676

(b) Using these formulas
pi(n+1)=0.5-p2(n)
p3(n+1) =0.5-p2(n) + 0.5 pa(n)

and these initial conditions

281

p2(n+1) =0.5-p1(n)+0.5-p3(n)

ps(n+1) =05 ps(n)

S = O O O

0

we will prove by induction that when n is odd then p;(n) = p3(n) = 0 and when
1 is even then py(n) = ps(n) = 0. Note first that this is true in the n = 0 base
case by the initial conditions. For the inductive step, suppose that it is true in
then=0,n=1, ..., n =Xk cases and consider the n =k + 1 case. If k+ 1 is
odd then the two

p1(k+1) =05 pa(k) =0.5-0=0
pak+1)=05-p2(k) + 0.5 -pa(k) =0.5-0+0.5-0=0

follow from the inductive hypothesis that p2(k) = pa(k) = O since k is even. The
case where k + 1 is even is similar.

(c) We can use, say, n = 100. This Octave session

octave:1> B=[1,.5,0,0,0,0;
0,0,.5,0,0,0;

V V V V V

0,.5,0,.5,0,0;
0,0,.5,0,.5,0;

0,0,0,.5,0,0;

0,0,0,0,.5,1];

octave:2> B100=B**100
B100 =

1.
.00000
.00000
.00000
.00000

0.
octave:3> B100%[0;1;0;0;0;0]
octave:4> B100%[0;1;0;0;0;0]

o O © O

00000

00000

o O © © o

.80000
.00000
.00000
.00000
.00000
0.

20000

o O © O o

.60000
.00000
.00000
.00000
.00000
0.

40000

O O O O © O

.40000
.00000
.00000
.00000
.00000
.60000

O O O O O o

.20000
.00000
.00000
.00000
.00000
.80000

R O O O O O

.00000
.00000
.00000
.00000
.00000
.00000
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octave:5> B100+[0;0;0;1;0;0]
octave:6> B100%[0;1;0;0;0;0]
yields these outputs.
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starting with: $1 $2 $3 $4
so(100) | 0.80000 0.60000 0.40000 0.20000
s1(100) | 0.00000 0.00000 0.00000 0.00000
s2(100) | 0.00000 0.00000 0.00000 0.00000
s3(100) 0.00000  0.00000 0.00000 0.00000
s4(100) 0.00000  0.00000 0.00000 0.00000
s5(100) | 0.20000 0.40000 0.60000 0.80000
2 (a) From these equations
s1(n)/6+ 0sx(n)+  Os3(n)+ 0sg(n)+ Oss(n)+ 0Osg(n)=s7(n+1)
s1(n)/6+42s2(n)/6+ 0O0s3(n)+ 0O0sag(n)+ Oss(n)+ Osg(n)=s2(n+1)
s1(n)/6—|— 2(n)/6+3s3(n)/6+ 0sg(n)+ Oss(n)+ Osg(n)=s3(n+1)
s1(n)/6+ sy(n)/6+ s3(n)/6+4s4(n)/6+ Oss5(n)+ Osg(n)=s4(n+1)
s1(n)/6+ s2(n)/6+ s3(n)/6+ sa(n)/6+5s5(n)/6+ Osg(n)=ss5(n+1)
s1(n)/6+ s2(n)/6+ s3(n)/6+ sa(n)/6+ ss5(n)/6+6ss(n)/6=sc(n+1)
We get this transition matrix.
1/6 0 0 0 0 0
1/6 2/6 0 0 0 0
1/6 1/6 3/6 0 0 0
1/6 1/6 1/6 4/6 0 0
16 1/6 1/6 1/6 5/6 0
1/6 1/6 1/6 1/6 1/6 6/6

(b) This is the Octave session, with outputs edited out and condensed into the
table at the end.

octave:

V V V V V

octave:
octave:
octave:
octave:
octave:
octave:

1>

1/6,
1/6,
1/6,
1/6,
1/6,

2>
3>
4>
5>
6>
7>

F=[1/6,
2/6, 0,
1/6, 3/6,
1/6, 1/6,
1/6, 1/6,
1/6, 1/6,

v0=[1;0;0;0;0;0]

v1=F+v0

v2=F+*vl

v3=F#v2

v4=F+*v3

v5=F+*v4

0,
O!
0;

4/6,
1/6,
1/6,

0,

5/6, 0;

0;

1/6, 6/61;
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3

These are the results.

1 2 3 4 5
1 | 0.16667 0.027778 0.0046296 0.00077160  0.00012860
0 | 0.16667 0.083333 0.0324074 0.01157407  0.00398663
0 | 0.16667 0.138889 0.0879630 0.05015432  0.02713477
0 | 0.16667 0.194444 0.1712963  0.13503086  0.10043724
0 | 0.16667 0.250000 0.2824074 0.28472222  0.27019033
0 | 0.16667 0.305556 0.4212963 0.51774691 0.59812243
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(a) It does seem reasonable that, while the firm’s present location should strongly

influence where it is next time (for instance, whether it stays), any locations in

the prior stages should have little influence. That is, while a company may move

or stay because of where it is, it is unlikely to move or stay because of where it

‘was.

(b) This is the Octave session, slightly edited, with the outputs put together in a
table at the end.

octave:1> M=[.787,0,0,.111,.102;
> 0,.966,.034,0,0;

=2V VvV Vv

0.78700 0.00000
0.00000 0.96600
0.00000 0.06300
0.00000 0.00000
0.02100 0.00900
octave:2> v0=[.025;.

octave:3> vl=Mxv0
octave:4> v2=Mxvl
octave:5> v3=Mxv2
octave:6> v4=Mxv3

0,.063,.937,0,0;
0,0,.074,.612,.314;
.021,.009, .005,.010, .954]

0.00000 0.11100
0.03400 0.00000
0.93700 0.00000
0.07400 0.61200
0.00500 0.01000
025;.025;.025;.900]

0.10200
0.00000
0.00000
0.31400
0.95400

This table summarizes.

Po P1 P2 P3 Pa
0.025000 0.114250 0.210879 0.300739 0.377920
0.025000 0.025000 0.025000 0.025000 0.025000
0.025000 0.025000 0.025000 0.025000 0.025000
0.025000 0.299750 0.455251 0.539804 0.582550
0.200000 0.859725 0.825924 0.797263 0.772652

(c) This is a continuation of the Octave session from the prior item.

octave:7> p0=[.0000;.6522;.3478;.0000;.0000]
octave:8> pl=Mxp0
octave:9> p2=Mxpl
octave:10> p3=Mxp2
octave:11> p4=Mxp3

This summarizes the output.
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Po P P2 Ps3 Pa
0.00000 0.00000 0.0036329 0.0094301 0.016485
0.65220 0.64185 0.6325047 0.6240656 0.616445
0.34780 0.36698 0.3842942 0.3999315 0.414052
0.00000 0.02574 0.0452966 0.0609094 0.073960
0.00000 0.00761 0.0151277 0.0225751 0.029960

(d) This is more of the same Octave session.

octave:12> M50=M#+*50

M50 =

0.03992 0.33666 0.20318 0.02198 0.37332

0.00000 0.65162 0.34838 0.00000 0.00000

0.00000 0.64553 0.35447 0.00000 0.00000

0.03384 0.38235 0.22511 0.01864 0.31652

0.04003 0.33316 0.20029 0.02204 0.37437
octave:13> p50=M50%p0

p50 =

0.29024
0.54615
0.54430
0.32766
0.28695
octave:14> p51=M*p50
p51 =
0.29406
0.54609
0.54442
0.33091
0.29076

This is close to a steady state.

4 (a) This is the relevant system of equations.

(1—=2p) - su(n) + p-tan) + p-te(n) =su(n+1)
p-sun)+(1—=2p)-ta(n) =ta(n+1)
p-su(n) +(1—=2p) - tg(n) =tg(n+1)

p-ta(n) +sa(n) =sa(n+1)
p-te(n) +sp(n)=spg(n+1)

Thus we have this.

1—2p P P 0 0\ [suln) sum+1)
P 1—2p 0 00 ta(n) tA(m+1)
P 0 1-2p 0 O tg(n) | = | tg(n+1)
0 P 0 1 0 sa(n) sa(m+1)
0 0 P 0 1 sg(n) sg(m+1)
(b) This is the Octave code, with the output removed.

octave:1> T=[.5,.25,.25,0,0;

> .25,.5,0,0,0;

> .25,0,.5,0,0;

> 0,.25,0,1,0;

> 0,0,.25,0,1]
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0.50000 0.25000
0.25000 0.50000
0.25000 0.00000
0.00000 0.25000
0.00000 0.00000

octave:3> pl=T*p0
octave:4> p2=T*pl
octave:5> p3=T#p2
octave:6> p4=T*p3
octave:7> p5=Txp4

Here is the output. The probability of ending at sA is about 0.23.

0.25000 0.00000 0.00000
0.00000 0.00000 0.00000
0.50000 0.00000 0.00000
0.00000 1.00000 0.00000
0.25000 0.00000 1.00000
octave:2> p0=[1;0;0;0;0]
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Po P1 P2 P3 Pa Ps
su 1 0.50000 0.375000 0.31250 0.26562 0.22656
ta 0 0.25000 0.250000 0.21875 0.18750 0.16016
tg 0 0.25000 0.250000 0.21875 0.18750 0.16016
SA 0 0.00000 0.062500 0.12500 0.17969 0.22656
SB 0 0.00000 0.062500 0.12500 0.17969 0.22656

(c) With this file as learn.m

# Octave script file for learning model.
function w = learn(p)

T = [1-2%p,p, P, 0, 0;

P, 1-2+p,0, 0, 0;

P, 0, 1-2+p,0, 0;

0, p, 0, 1, 0;

0, 0, P, 0, 1
T5 = T#*5;

p5 = T5%[1;0;0;0;0];

w = p5(4);
endfunction

—

issuing the command octave:1> learn(.20) yields ans = 0.17664.
(d) This Octave session

octave:1> x=(.01:.01:.50)";
octave:2> y=(.01:.01:.50)"';
octave:3> for i=.01:.01:.50
> y(100+*i)=learn(i);

> endfor
octave:4> z=[x, vl;
octave:5> gplot z

yields this plot. There is no threshold value—no probability above which the
curve rises sharply.
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0.4 — T T T
0.35
0.3
0.25
0.2
0.15
0.1
0.05

T T T T
line1 ———

0
0 0.050.10.150.20.250.3 0.350.4 0.45 0.5

5 (a) From these equations

0.90 - pt(n) +0.01 - pc(n)=pr(n+1)
0.10-pr(M) +0.99 - pc(n) =pc(n+1)

0.20 0.0\ (pr(n)) [pr(n+1)
0.10 0.99) \pcm)) \pctn+1)
(b) This is the result from Octave.

n=0 | 1 2 3 4 5
0.30000 0.27700  0.25653  0.23831 0.22210  0.20767

we get this matrix.

0.70000 0.72300 0.74347 0.76169 0.77790 0.79233

\ 6 7 8 9 10
0.19482 0.18339 0.17322 0.16417  0.15611

0.80518 0.81661 0.82678 0.83583 0.84389
(c) This is the st = 0.2 result.
n=0 | 1 2 3 4 5
0.20000 0.18800 0.17732 0.16781 0.15936 0.15183

0.80000 0.81200 0.82268 0.83219 0.84064 0.84817

| 6 7 8 9 10
0.14513 0.13916 0.13385 0.12913 0.12493
0.85487 0.86084 0.86615 0.87087 0.87507
(d) Although the probability vectors start 0.1 apart, they end only 0.032 apart.
So they are alike.

6 These are the p = .55 vectors, and the p = 0.60 vectors.
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0-0
1-0
0-1
2-0
1-1
0-2
3-0
2-1
1-2
0-3
4-0
3-1
2-2
1-3
0-4
4-1
3-2
2-3
1-4
4-2
3-3
2-4
4-3

[l eoleololNoNoNoNoNoNoNoNoNoNoloNoNoNoloNoNo e e N

3
Il
o

0.55000
0.45000
0

OO OO0OOCOODO0ODOOOO0OCOO0OOCOCOoOOoOOo

0

0.30250
0.49500
0.20250

o

el eolololNoNoloNolNoNoNoNoNoNo oo Ne)

0
0
0
0
0

0
0.16638
0.40837
0.33412
0.09112
0

O OCOO0OO0COOO0OO0OO0O O OO

O OO OCOOOCOoOo

0

0.09151
0.29948
0.36754
0.20047
0.04101
0

©C OO OO O OO

.09151

[N ol eoNoNeoNeolNeoNoNololNoNoNeol

0

0.04101
0.16471
0.33691
0.27565
0.09021
0

S © OO

.09151

C O OCOCOO0OOOCOOOCOoOOoOOo

0.04101
0.16471
0

0

0.09021
0.18530
0.30322
0.12404

.09151

C O OOCOOO0OOCOO0OOCOoCOoOOo

0.04101
0.16471
0

0

0.09021
0.18530
0

0.12404
0.16677
0.13645

n=7

0-0
1-0
0-1
2-0
1-1
0-2
3-0
2-1
1-2
0-3
4-0
3-1
2-2
1-3
0-4
4-1
3-2
2-3
1-4
4-2
3-3
2-4
4-3
3-4

OO OO0 OO0OOOO0OOCOOOOOCOO0COC OO OC o =

[ololeoNoNeoNolNoNoNolNoNoNoNeoRoloNoNoNeoNeo N

0.36000
0.48000
0.16000
0

OO OO OO0OOO0COO0OO0COOO0OOoC OO

0
0
0
0
0

0
0.21600
0.43200
0.28800
0.06400
0

©C O OO0 OO0OO0OCOOOoCOoOo

O OO OCOO0OOOoOo

0

0.12960
0.34560
0.34560
0.15360
0.02560
0

[l oleoNoNoNoNoNe)

.12960

OO OCOOO0OO0COOO0O OO OO

0

0.02560
0.20736
0.34560
0.23040
0.06144
0

© O O O

.12960

OO OCOCOOO0OOCOOOCOoOoOOo

0.02560
0.20736
0
0
0.06144
0.20736
0.27648
0.09216
0
0

.12960

C O OOCOOOOCOO0OOOoCOoOOo

0.02560
0.20736
0

0

0.06144
0.20736
0

0.09216
0.16589
0.11059
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(a) We can adapt the script from the end of this Topic.

# Octave script file to compute chance of World Series outcomes.

function w

markov(p,v)

q = 1-p;

# 0-0

A=

[o,0,0,0,0,0, 0,0,0,0,0,0, 0,0,0,0,0,0, 0,0,0,0,0,0;

0,0,0,0,q,p, 0,0,0,0,0,0, 0,0,0,0,0,0, 0,0,0,0,0,0;
0,90,0,0,0,q, 0,0,0,0,0,0, 0,0,0,0,0,0, 0,0,0,0,0,0;
0,9,0,0,0,0, p,0,0,0,1,0, 0,0,0,0,0,0, 0,0,0,0,0,0;

# 0-3
# 4-0

| |
dondredygdey
MmN O NN NN

H oW R KR HH R R HHH

OO O0OO0OOOOOOoOOoO oo
000000000001
000000000010

OOOOOOOOOOOD
000000001000

000000010000

000000000 pqo

OOOOOOOOPQOO

000010000000
000100000000
OOOOOODQOOOO
OOOOOPO..OOOOO

Oooopqoooooo
000000000000
oopqoooooooo

opqooooooooo

pqoooooooooo

qooooooooooo

OO OO OO0 OOOOOo

OO OO OO0 OOOOOo

OO OO OO OCOOOOOo

OO OO OO OCOOOOoOOo

OO OO OO OCOOOOOo

OO OO OO OCOOOOOOo

0,0,0,0,0,0, 0,0,0,0,0,0, 0,0,0,0,0,0, 0,0,q,0,0,1]; # 3-4

w = v7(11)+v7(16)+v7(20)+v7(23)

endfunction

When the American League has a p = 0.55 probability of winning each game

then their probability of winning the series is 0.60829. When their probability of

winning any one game is p = 0.6 then their probability of winning the series is

0.71021.
(b) From this Octave session and its graph

[1;050;0;0;0;050;0;0;05050;0;0;0;0;0;0;050;0;0;01;

(.01:.01:.99)';
(.01:.01:.99)';

octave:4> for i=.01:.01:.99

octave:1> vO
octave:2> x

octave:3> vy

=markov(i,v0);

y(100+1)
endfor

[x, v1;

octave:6> gplot z

octave:5> z

by eye we judge that if p > 0.7 then the team is close to assured of the series.
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7 (a) They must satisfy this condition because the total probability of a state
transition (including back to the same state) is 100%.
(b) See the answer to the third item.
(c) We will do the 2x2 case; bigger-sized cases are just notational problems. This
product

arr a2 (big bia)  farabigdaiaba argbrz 4+ aiaban
a1 az2) \bza1 bz az1byp+azybyr azaibi+azsbro
has these two column sums
(ar,1by,1+a12b21)+(az2,1b1,14+a2,2b2,1) = (ar,;14+a2,1)-by1+(ar1 24+a2,2)-ba g
=T1-b1,1+1-by1=1
and
(ar,1by2+ar 2b22)+(az,1b124+0az,2b22) = (aq,14+az2,1)-by 2+(a1 24+az2,2)-b2 2
=1-b1+1-byr=1

as required.

Topic: Orthonormal Matrices

1 (a) Yes.
(b) No, the columns do not have length one.
(c) Yes.

2 Some of these are nonlinear, because they involve a nontrivial translation.

(a) X\ x - cos(7/6) —y - sin(71/6) n 0\ x-(V3/2)—y-(1/2)+0
a y x - sin(m/6) +y - cos(7/6) 1) \x-(1/2) +y-cos(v/3/2) + 1
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(b) The line y = 2x makes an angle of arctan(2/1) with the x-axis. Thus sin6 =
2/4/5 and cos® = 1/+/5.

) (* (1/v5) —y - (2/V5)
Yy x-(2/V5) +y - (1/V5)

© (*) > x- (1/V5) =y - (-=2/V5) (1) - X/V5 + 2y/V5 + 1
y x- (=2/V5) +y-(1/V5) 1) \=2x/V5+y/V5+1

3 (a) Let f be distance-preserving and consider f~'. Any two points in the codomain
can be written as f(P7) and f(P2). Because f is distance-preserving, the distance
from f(Pq) to f(P2) equals the distance from P; to P,. But this is exactly what
is required for f~' to be distance-preserving.

(b) Any plane figure F is congruent to itself via the identity map id: R? — R?,
which is obviously distance-preserving. If Fy is congruent to F, (via some f)
then F, is congruent to F; via f~!, which is distance-preserving by the prior
item. Finally, if F; is congruent to F, (via some f) and F, is congruent to F3
(via some g) then F; is congruent to F; via g o f, which is easily checked to be
distance-preserving.

4 The first two components of each are ax 4+ cy + e and bx 4+ dy + f.

5 (a) The Pythagorean Theorem gives that three points are collinear if and only
if (for some ordering of them into Py, P,, and P3), dist(P;, P2) + dist(P,, P3) =
dist(Pq1,P3). Of course, where f is distance-preserving, this holds if and only
if dist(f(Pq),f(P2)) + dist(f(P2),f(P3)) = dist(f(P;),f(P3)), which, again by
Pythagoras, is true if and only if f(P;), f(P2), and f(P3) are collinear.

The argument for betweeness is similar (above, P, is between P; and P3).

If the figure F is a triangle then it is the union of three line segments P;P;,
P,P3, and P;P3. The prior two paragraphs together show that the property of
being a line segment is invariant. So f(F) is the union of three line segments, and
so is a triangle.

A circle C centered at P and of radius r is the set of all points Q such that
dist(P,Q) = r. Applying the distance-preserving map f gives that the image
f(C) is the set of all f(Q) subject to the condition that dist(P,Q) = r. Since
dist(P, Q) = dist(f(P), f(Q)), the set f(C) is also a circle, with center f(P) and
radius .

(b) Here are two that are easy to verify: (i) the property of being a right triangle,
and (ii) the property of two lines being parallel.

(c) One that was mentioned in the section is the ‘sense’ of a figure. A triangle
whose vertices read clockwise as Py, P, P3 may, under a distance-preserving map,
be sent to a triangle read Py, P2, P3 counterclockwise.



Determinants

Section I: Definition

Four.l.1: Exploration

Four.l.1.1 @4 ()3 (c)—12
Fourll2 (@) 6 (b) 21 (c) 27
Four.l.1.3 For the first, apply the formula in this section, note that any term with a
d, g, or h is zero, and simplify. Lower-triangular matrices work the same way.
Four..1.4  (a) Nonsingular, the determinant is —1.
(b) Nonsingular, the determinant is —1.
(c) Singular, the determinant is 0.
Four..1.5 (a) Nonsingular, the determinant is 3.
(b) Singular, the determinant is 0.
(c) Singular, the determinant is 0.
Four.l.1.6  (a) det(B) = det(A) via —2p7 + p2
(b) det(B) = —det(A) via p; <> p3
(c) det(B) = (1/2) - det(A) via (1/2)p2
Four.l.1.7 Gauss’s Method does this.

12 0 2 12 0 2
2 4 1 0 —2014p2  P20ps  Pates o -7 1 =2
0 0 -1 3 —3p1+pa 0 0 —1 3
3 -1 1 4 o 0o o0 -1

The echelon form matrix has a product down the diagonal of 1-(—7)-(—1)-(—1) = —7.
In the course of Gauss’s Method no rows got rescaled but there was a row swap, so
to get the determinant we change the sign, giving +7.
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Four.l.1.8 Using the formula for the determinant of a 3 x3 matrix we expand the left
side
T-b-c2+1-c-a?+1-a-b>=b?-c-1—c?-a-1—a?-b-1
and by distributing we expand the right side.
(bc—ba—ac+a?)-(c—b) =c?b—b’c—bac+b%a—ac? + acb + a’c — a’b
Now we can just check that the two are equal. (Remark. This is the 3x 3 case of
Vandermonde’s determinant which arises in applications).

Four.l.1.9 This equation

0 = det( 12=x 4 ) =64 —20x + x> = (x — 16)(x — 4)
8 8 —x
has roots x = 16 and x = 4.

Four.l.1.10 We first reduce the matrix to echelon form. To begin, assume that a # 0
and that ae —bd # 0.

1 1 b/a c/a . 1 b/a c/a
( @)Pl d e f : HZZ 0 (ae—bd)/a (af—cd)/a
g h i gprTes 0 (ah—bg)/a (ai—cg)/a
o 1 b/a c/a
(a/(ae;> ))p2 0 1 (af —cd)/(ae — bd)
0 (ah—bg)/a (ai—cg)/a
This step finishes the calculation.
. 1 b/a c/a
((ah— %]pﬁps 0 1 (af —cd)/(ae — bd)

0 0 (aei+bgf+cdh—hfa—1idb— gec)/(ae—bd)

Now assuming that a # 0 and ae — bd # 0, the original matrix is nonsingular if
and only if the 3,3 entry above is nonzero. That is, under the assumptions, the
original matrix is nonsingular if and only if aei + bgf + cdh —hfa—1idb — gec # 0,
as required.

We finish by running down what happens if the assumptions that were taken
for convenience in the prior paragraph do not hold. First, if a # 0 but ae—bd =0
then we can swap

1 b/a c/a 1 b/a c/a
0 0 (af —cd)/a e 0 (ah—bg)/a (ai—cg)/a
0 (ah—bg)/a (ai—cg)/a 0 0 (af —cd)/a

and conclude that the matrix is nonsingular if and only if either ah —bg =0 or
af —cd = 0. The condition ‘ah —bg = 0 or af —cd = 0’ is equivalent to the
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condition ‘(ah —bg)(af —cd) = 0’. Multiplying out and using the case assumption
that ae — bd = 0 to substitute ae for bd gives this.

0 = ahaf — ahcd — bgaf + bgcd = ahaf — ahcd — bgaf + aegc
= a(haf —hcd — bgf + egc)
Since a # 0, we have that the matrix is nonsingular if and only if haf —hcd —bgf+
egc = 0. Therefore, in this a # 0 and ae — bd = 0 case, the matrix is nonsingular
when haf —hcd — bgf + egc —i(ae —bd) = 0.

The remaining cases are routine. Do the a = 0 but d # 0 case and the a =0
and d = 0 but g # 0 case by first swapping rows and then going on as above. The
a=0,d=0, and g = 0 case is easy —that matrix is singular since the columns
form a linearly dependent set, and the determinant comes out to be zero.

Four.l.1.11 Figuring the determinant and doing some algebra gives this.
0 =yi1x+x2y +x1Y2 —Yax — X1y — X2y
(x2—=x1) Yy =(y2 —y1) - x+x2y1 —x1y2
Y27y X2Y1 T X1Y2
X2 —X1 X2 —X1
Note that this is the equation of a line (in particular, in contains the familiar
expression for the slope), and note that (x1,y1) and (x2,y;) satisfy it.

y:

Four.l.1.12  (a) The comparison with the formula given in the preamble to this

section is easy.
(b) While it holds for 2x 2 matrices

hi1 hip
ha1 hao>

h
h;l) =hy,1h2 +hy2ho
’ —hy 1hy 2 —hyrhy

=hj,1h22 —hyho

it does not hold for 4 x4 matrices. An example is that this matrix is singular
because the second and third rows are equal

1 0 0 1
0O 110
0O 1.1 0
-1 0 0 1
but following the scheme of the mnemonic does not give zero.
10 0 1 10 0
o 1T 1o 01 =1+0+0+0
O 1T 1T 0] 0 1 1 1) —0-0-0
-1 0 0 1|—-1 0 O
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Four.l.1.13 The determinant is (xoysz —x3Yy2)€1 + (x3y1 —x1Y3)€2 + (X1y2 —x2Y1)€3.
To check perpendicularity, we check that the dot product with the first vector is
Zero

X1 X2Yy3 —X3Y2
X2 |+ X3Yy1 —x1Y3 | = xix2yz—x1x3Yyz+x2x3yYy1—x1x2Yy3z+x1x3y2—xz2x3yr =0
X3 X1Y2 — X2y

and the dot product with the second vector is also zero.
Y1 X2Yy3 —X3Y2
Yz [+] X3y1 —x1Y3 | =X2y1y3—x3y1y2+x3y1y2—x1y2y3+x1y2y3—xay1ys =0
EE X1Y2 — X2y

Four.l.1.14  (a) Plug and chug: the determinant of the product is this
det( a b)(w x | et ( aw+by ax-+bz )
c d Yy z cw+dy cx+dz
= acwx + adwz + bexy + bdyz
—acwx — bcwz — adxy — bdyz
while the product of the determinants is this.

de‘c((il Z))-det((lj Z)):(ad—bc)-(wz—xy)

Verification that they are equal is easy.

(b) Use the prior item.
That similar matrices have the same determinant is immediate from the above two:
det(PTP~') = det(P) - det(T) - det(P~ ).

Four.l.1.15 One way is to count these areas

B
A

Y2 D

Y1 (c

x2 x1
by taking the area of the entire rectangle and subtracting the area of A the upper-
left rectangle, B the upper-middle triangle, D the upper-right triangle, C the
lower-left triangle, E the lower-middle triangle, and F the lower-right rectangle
(x1 +x2)(y1 +y2) —x2y1 — (1/2)x1y1 — (1/2)x2y2 — (1/2)x2y2 — (1/2)x1y1 —%x2Y1.
Simplification gives the determinant formula.
This determinant is the negative of the one above; the formula distinguishes
whether the second column is counterclockwise from the first.
Four.l.1.16 The computation for 2 x 2 matrices, using the formula quoted in the
preamble, is easy. It does also hold for 3 x 3 matrices; the computation is routine.
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Four.l.1.17 No. We illustrate with the 2x2 determinant. Recall that constants come
out one row at a time.

det((i 2)):2-det(<; 2)):2-2-det(<: §>)

This contradicts linearity (here we didn’t need S, i.e., we can take S to be the
matrix of zeros).

Four.l.1.18 Bring out the c¢’s one row at a time.

Four.l.1.19 There are no real numbers 0 that make the matrix singular because
the determinant of the matrix cos? 0 + sin® 0 is never 0, it equals 1 for all 6.
Geometrically, with respect to the standard basis, this matrix represents a rotation
of the plane through an angle of 0. Each such map is one-to-one —for one thing, it
is invertible.

Four.l.1.20 This s how the answer was given in the cited source. Let P be the
sum of the three positive terms of the determinant and —N the sum of the three
negative terms. The maximum value of P is

9.8-74+6-5-443-2-1=0630.
The minimum value of N consistent with P is
9.6-1+8-5-24+7-4.3=218.

Any change in P would result in lowering that sum by more than 4. Therefore 412
the maximum value for the determinant and one form for the determinant is

g1 W O
- o A
NS

Four.l.2: Properties of Determinants

Four.l.2.8  (a) Do 2p; + p2 to get echelon form, and then multiply down the diagonal.
The determinant is 0.
(b) Swapping the second and third rows brings the system to echelon form (and
changes the sign of the determinant). Multiplying down the diagonal gives 12, so
the determinant of the given matrix is —12.

31 2 31 2 31 2
Fourl29 (a) |3 1 0/=[0 0 —2|=—|0 1 4|=6
01 4 Jo1 4 00 —2
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1 0 0 1 10 0 1 10 0 1
(b)2110:011—2:011—2:1
-1 0 1 0 00 1 1 00 1 1
1 110 01 1 -1 0 0 0 1
2 -1 2 -1
Four..2.10 (a) a7 L3n =-3;

T 10 11 oo | 0
()3 0 2|=1]0 =3 2/=]0 -3 2/=0
5 220 |0 =3 2/ o 0

Four.l.2.11 When is the determinant not zero?

1o 1 =1 [to 1 -
01 -2 0| o1 -2 0
10 k 0| [0 0 k=1 1
o0 1 =1 oo 1 -1

Obviously, k = 1 gives nonsingularity and hence a nonzero determinant. If k # 1
then we get echelon form with a (—1/k — 1)p3 + p4 combination.

10 1 —1
o1 =2 0
o0 k-1 1

0 0 0 —1—(1/k=1)
Multiplying down the diagonal gives (k —1)(—1—(1/k—1)) =—(k—1) —1=—k.

Thus the matrix has a nonzero determinant, and so the system has a unique solution,
if and only if k # 0.

Four.l.2.12  (a) Condition (2) of the definition of determinants applies via the swap

pP1 < P3-
h31 hz2 h3;3 hii1 hi2 higs
ho1 hzz2 hzs|=—|h21 haz hss
hii1 hi2 higs h31 hsz hsjs

(b) Condition (3) applies.

—h11 —hi2  —his hi1 hi2 hys
—2hy 1 —2hy> —2hp 3| =(—1)-(=2)-(=3)-|h2;1 ha2 ha3s
—3h31 —3h3; —3hs3 h31 hz> hss

hip hi2 higs

>

=(—6)-|h21 hzz hy3s

>

h31 h32 hs;3

5
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(c)
his+h31 hi2+h32 hyz+hss
hy 1 hy > hy3
BHER Shs 5hs 3
hi1+h31 hiz+hs2 hyz+hs;
=5. h hs > h 3
h3 4 h3 > hs 3

hip hiz2 higs
=5-1h21 hz2 hz3
h31 h3o hs3

Four.l.2.13 A diagonal matrix is in echelon form, so the determinant is the product

down the diagonal.
Four.l.2.14 1t is the trivial subspace.

Four.l.2.15 Adding the second row to the first gives a matrix whose first row is
X + Yy + z times its third row.

1 1T =1 1
Four2.16 (a) (1) B I I TR
-1 1
1T =1 1
(b) The determinant in the 1x 1 case is 1. In every other case the second row is

the negative of the first, and so matrix is singular and the determinant is zero.

) 3 2 3 4

Four.l2.17  (a) (z) <3 4>, 3 45
4 5 6

(b) The 1x1 and 2x2 cases yield these.

2 3
2| =2 =
| 3
And nxn matrices with n > 3 are singular, e.g.,
2 3 4
3 4 5/=0
4 5 6

because twice the second row minus the first row equals the third row. Checking
this is routine.

Four.l.2.18 This one
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is easy to check.
2 4
6 8

By the way, this also gives an example where scalar multiplication is not preserved
2-Al#£2-|A]

A+ B| = =-38 A|+Bj=—2—-2=—4

Four.l.2.19 No, we cannot replace it. Remark 2.2 shows that the four conditions after
the replacement would conflict —no function satisfies all four.

Four.l.2.20 A upper-triangular matrix is in echelon form.

A lower-triangular matrix is either singular or nonsingular. If it is singular then
it has a zero on its diagonal and so its determinant (namely, zero) is indeed the
product down its diagonal. If it is nonsingular then it has no zeroes on its diagonal,
and we can reduce it by Gauss’s Method to echelon form without changing the
diagonal.

Four..2.21  (a) The properties in the definition of determinant show that [M; (k)| = k,
[Pijl = —1, and |Cy;(k)| = 1.

(b) The three cases are easy to check by recalling the action of left multiplication
by each type of matrix.

(c) If TS is invertible (TS)M = I then the associative property of matrix multipli-
cation T(SM) = I shows that T is invertible. So if T is not invertible then neither
is TS.

(d) If T is singular then apply the prior answer: |TS| =0 and |T|-|S|=0-1S| =0.
If T is not singular then we can write it as a product of elementary matrices
TS| =[Ev - EqS| = [Es[---[Eq] - [S| = [E; - - - E4 IS| = [T]IS].

(e 1=[=T-T'[=[TIT|

Four.l.2.22  (a) We must show that if

kpit+p; =
-

T T

then d(T) = |TS|/|S| = [TS|/|S| = d(T). We will be done if we show that combining
rows first and then multiplying to get TS gives the same result as multiplying
first to get TS and then combining (because the determinant |TS| is unaffected
by the combination so we’ll then have [TS| = TS|, and hence d(T) = d(T)). That
argument runs: after adding k times row i of TS to row j of TS, the j,p entry is
(kti,1 +t5,1)81,p + - - + (kti,r + tj,+)sr,p, which is the j,p entry of Ts.
(b) We need only show that swapping T P70 1 and then multiplying to get TS
gives the same result as multiplying T by S and then swapping (because, as the
determinant TS| changes sign on the row swap, we’ll then have |TS| = —|TS|, and

so d(T) = —d(T)). That argument runs just like the prior one.
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(c) Not surprisingly by now, we need only show that multiplying a row by a scalar

T ﬂ T and then computing TS gives the same result as first computing TS
and then multiplying the row by k (as the determinant |TS| is rescaled by k the
multiplication, we'll have [TS| = k|TS|, so d(T) = kd(T)). The argument runs
just as above.

(d) Clear.

(e) Because we've shown that d(T) is a determinant and that determinant functions
(if they exist) are unique, we have that so |T| = d(T) = |TS|/|S|.

Four.l.2.23 We will first argue that a rank r matrix has a rxr submatrix with nonzero
determinant. A rank r matrix has a linearly independent set of r rows. A matrix
made from those rows will have row rank r and thus has column rank r. Conclusion:
from those r rows we can extract a linearly independent set of r columns, and so
the original matrix has a rxr submatrix of rank r.

We finish by showing that if r is the largest such integer then the rank of the
matrix is . We need only show, by the maximality of r, that if a matrix has a
kxk submatrix of nonzero determinant then the rank of the matrix is at least k.
Consider such a k x k submatrix. Its rows are parts of the rows of the original
matrix, clearly the set of whole rows is linearly independent. Thus the row rank of
the original matrix is at least k, and the row rank of a matrix equals its rank.

Four.l.2.24 A matrix with only rational entries reduces with Gauss’s Method to an
echelon form matrix using only rational arithmetic. Thus the entries on the diagonal
must be rationals, and so the product down the diagonal is rational.

Four.l.2.25 This is how the answer was giwen wn the cited source. The value
(1—a*)? of the determinant is independent of the values B, C, D. Hence operation (e)
does not change the value of the determinant but merely changes its appearance.
Thus the element of likeness in (a), (b), (c), (d), and (e) is only that the appearance
of the principle entity is changed. The same element appears in (f) changing the
name-label of a rose, (g) writing a decimal integer in the scale of 12, (h) gilding the
lily, (i) whitewashing a politician, and (j) granting an honorary degree.

Four.l.3: The Permutation Expansion

Four.l.3.17 Call the matrix M.

permutation‘ b1 03] OF! ¢4 b5 b6
term‘1~5~9 1-6-8 2:4.9 2-6-7 3-4-8 3-5-7
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Four.l.3.18 We can swap each Py to the identity matrix. If the number of swaps is
even then it’s determinant is +1, while if the number of swaps is odd then the
determinant is —1

permutation | o1 2 3 s ds5 e

number of swaps | 0 1 1 2 2 1

[Pe.l | +1 —1 =1 +1 +1 -1
Remark. In that table we simply swapped until we found a number that brought
us back to ‘1,2,3’. But is a different number of swaps possible? If one person found
2 swaps and another found 4 that would be OK, since both give a determinant
of +1. But if we can swap in two different ways and one of them is even and one is
odd then that would be a problem. The next section shows that a mix of even and

odd is not possible.

Four.l.3.19
2 3
1 5 :25|P¢,]|+]3|P¢.2|
1 0 0 1
,2.5.0 1+].3.] 0
=2-5-14+1-3-(-1)=7
Four.1.3.20
-1 0 1
31 4 =(=1)M)5)Pg, |+ (=14 (1) [Py, + (0)(3)(5) [Py,
2 15

+(0)(4)(2) [Py, [+ (1) (1) [Ps |+ (1)(1)(2) [Pl
=(—1)(1)(5)-1+(—1)(4)(1)-( 1)+ (0)(3)(5) - (=1)

+(0)(4)(2) - 1+ (1)(3)(1) - 1+ (1)(1)(2) - (1)
=-54+440+0+3-2=0

Four..3.21  (a) This matrix is singular.

1 2 3
4 5 6/ =(1)(5)(9) [Py, |+ (1)(6)(8) [Py, | + (2)(4)(9) Py, |
789 +(2)(6)(7) [Pg, | + (3)(4)(8) [Pgys | + (7)(5)(3) [Py |
=0
(b) This matrix is nonsingular.

2 2 1

31 0] =Q2)(=1)5)[Pg, |+ (2)(0)(0)[Py,| + (2)(3)(5) [Py, |

-2 0 5 +(2)(0)(=2) [Py | + (1)(3)(0) [Pgys | + (=2)(—=1)(1) [Py, |

=42
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Four.l.3.22  (a) Gauss’s Method gives this

2 1 2 1 _
31 0o —1/2
and permutation expansion gives this.
2 1 2 0 0 1 1 0 0 1
31T 1Tz o @M 4TI [ =T
(b) Gauss’s Method gives this
01 4 1 5 1 1T 5 1
0 2 3=—10 2 3|]=—10 2 3|=-5
1 5 1 01 4 0 0 5/2
and the permutation expansion gives this.

01 4
0 2 3[=(0)(2)(1) [Py, [+ (0)(3)(5) [Pg,| + (1)(0)(1) [Py
15 + (13)(1) Py, + (4)(0)(5) [Py | + (4)(2)(1) [Py,
=-5
Four.l.3.23 Following Example 3.6 gives this.
tir tiz i
a1ty taz|=ti1t22t33[Pg, |+ t1,1t2,3t32 [Py, |
ts1 t32 133 +t12t2,1t3,3 [Py, |+ t12t2,3t3,1 [Pg, |
+t1,3t2,1t32 [Pgs| + t1,3t2,2t3,1 [Pol
=ty 1t22t33(+1) +t1 1t2 313 2(—1)
+t 2tz 1t3,3(—1) +t1 2tz 3t3 1 (+1)

+tr3to 1tz 2 (1) + 1 3t 2t3,1 (1)
Four.l.3.24 This is all of the permutations where ¢(1) =1

b1 =(1,2,3,4) ¢2=(1,2,4,3) ¢3=(1,3,2,4)

bs=(1,3,42) &5 =(1,4,2,3) e =(1,4,3,2)
the ones where (1) =1

¢7:<2>]»3)4> ¢8:<2>])4)3> ¢9:<2>3)])4>

d)l(): 2)3v4»1> d)H :<2»4)1)3> ¢12:<2)4)3)1>
the ones where ¢(1) =3

b3 =(3,1,2,4) d1a=3,1,42) di5=(3,214)

b1 = <3)234»1> b7 = <3»4>1)2> bis = <3)4)2a1>
and the ones where ¢(1) = 4.

b19 =(4,1,2,3) 20 = (4,1,3,2) b21 =(4,2,1,3)
d)ZZ = <4)2a3»1> ¢23 = <4»3)1>2> 4324 = <4)3>2> 1>
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Four.l.3.25 Each of these is easy to check.
(@) permutation | 1 b2

wnverse | ¢1 b3

(b) permutation | 1 d2 b3 ba Ps5 e
mverse | 1 P2 b3 b5 ba de
Four.l.3.26 For the ‘if’ half, the first condition of Definition 3.2 follows from taking
ki1 = k2 =1 and the second condition follows from taking k, = 0.

The ‘only if’ half also routine. From f(p7,...,k1V1 + kaVa,...,0n) the first
condition of Definition 3.2 gives = f(p1,...,Kk1V1y..., pn) +T(P1,..., K2V2,..., Pn)
and the second condition, applied twice, gives the result.

Four.l.3.27 They would all double.

Four..3.28 For the second statement, given a matrix, transpose it, swap rows, and
transpose back. The result is swapped columns, and the determinant changes by a
factor of —1. The third statement is similar: given a matrix, transpose it, apply
multilinearity to what are now rows, and then transpose back the resulting matrices.

Four.l.3.29 An n xn matrix with a nonzero determinant has rank n so its columns
form a basis for R™.

Four.l.3.30 False.

=2

—_ — O

1
0
1

[ N pp—

Four.l.3.31  (a) For the column index of the entry in the first row there are five
choices. Then, for the column index of the entry in the second row there are four
choices. Continuing, we get 5-4-3-2-1=120. (See also the next question.)

(b) Once we choose the second column in the first row, we can choose the other
entriesin 4-3-2-1 =24 ways.

Fourl332 n-(n—1)---2-1=nl!

Four.l.3.33 [Schmidt] We will show that PPT = [; the PTP = I argument is similar.
The 1,j entry of PPT is the sum of terms of the form p;i xqx,; where the entries of
PT are denoted with q’s, that is, qx,; = pj,x. Thus the i,j entry of PPT is the sum
ZE:1 Pi,kPj,k- But pi i is usually 0, and so Py i P; « is usually 0. The only time
P; « is nonzero is when it is 1, but then there are no other i’ # 1 such that Py x is
nonzero (i is the only row with a 1 in column k). In other words,

n . .
: i )k j ) - .
v o 0 otherwise

and this is exactly the formula for the entries of the identity matrix.
Four.l.3.34 In |A| =|AT| =|— A| = (—=1)"A| the exponent n must be even.



Answers to Ezercises 303

Four.l.3.35 Showing that no placement of three zeros suffices is routine. Four zeroes
does suffice; put them all in the same row or column.

Four.l.3.36  The n = 3 case shows what to do. The row combination operations of
—x1p2 + p3 and —x1p7 + p2 give this.

1T 1 1 1 1 1
X1 X2 X3 = [X1 X2 X3
x3 x3 %3 0 (=x14+x2)%2 (=% +x3)x3
1 1 1
=10 —X1 + X2 —X1 + X3
0 (—x1+x2)x2 (=x1 +x3)x3
Then the row combination operation of x,p2 + p3 gives the desired result.
1 1 1
=10 —x1+x2 —X1 +X3 = (x2 —x1)(x3 —x1)(x3 — x2)
0 0 (—x1 +x3)(—x2 + x3)

Four.l.3.37 Let T be nxmn, let ] be pxp, and let K be qxq. Apply the permutation

expansion formula
T= 2 temtzen - taem Pl
permutations ¢

Because the upper right of T is all zeroes, if a ¢ has at least one of p+1,...,n
among its first p column numbers ¢(1),...,d(p) then the term arising from ¢ is 0
(e.g., if (1) =n then t; ¢(1)t2,4(2)---tn,p(n) is 0). So the above formula reduces
to a sum over all permutations with two halves: first rearrange 1,...,p and after
that comes a permutation of p+1,...,p + . To see this gives [J| - K|, distribute.

[ > t1»¢1(1)"'tP»¢I(P)|P¢I|:|

perms ¢
of 1,...,p

: [ Z o1, 02 0p+1) " tpta,d2 (p+q) |P¢z|

perms ¢
of p+1,...,p+q

Four.l.3.38 The n = 3 case shows what happens.

ti1—x ti,2 ti3
T—rll=] t2, tho—x 123
t31 t32 t33—x

Each term in the permutation expansion has three factors drawn from entries in
the matrix (e.g., (t1,1 —x)(t2,2 —x)(t3,3 —x) and (t1,1 —x)(t2,3)(t3,2)), and so the
determinant is expressible as a polynomial in x of degree 3. Such a polynomial has
at most 3 roots.
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In general, the permutation expansion shows that the determinant is a sum
of terms, each with n factors, giving a polynomial of degree n. A polynomial of
degree n has at most n roots.

Four.l.3.39 This is how the answer was given in the cited source. When two rows
of a determinant are interchanged, the sign of the determinant is changed. When
the rows of a three-by-three determinant are permuted, 3 positive and 3 negative
determinants equal in absolute value are obtained. Hence the 9! determinants fall
into 9!/6 groups, each of which sums to zero.

Four.l.3.40 This is how the answer was giwen wn the cited source. When the
elements of any column are subtracted from the elements of each of the other two,
the elements in two of the columns of the derived determinant are proportional, so
the determinant vanishes. That is,

21 x—4 1T x—3 -1 x—2 —1 =2

4 2 x—=3|=12 x—1 2|=|x+1 =2 -4 =0.

6 3 x—10 3 x—7 =3 x—4 -3 —6
Four.l.3.41 This is how the answer was given in the cited source. Let

a b ¢
d e f
g h i

have magic sum N = S/3. Then
N=(a+e+i)+(d+e+f)+(g+e+c)
—(a+d+g)—(c+f+1i)=3e
and S = 9e. Hence, adding rows and columns,
a b c a b c a b 3e a b e
D=|d e fl=|d e f|=|d e 3e/=|d e e|S.
g h i 3e 3e 3e 3e 3e %¢ |1 1 1

Four.l.3.42 This 1s how the answer was gwen in the cited source. Denote by D,

the determinant in question and by a; ; the element in the i-th row and j-th column.

Then from the law of formation of the elements we have

Aij = Qij—1 + Qio1jy arj =ai =1

Subtract each row of D,, from the row following it, beginning the process with

the last pair of rows. After the n — 1 subtractions the above equality shows that

the element a; ; is replaced by the element a;; 7, and all the elements in the first

column, except a; 1 = 1, become zeroes. Now subtract each column from the one

following it, beginning with the last pair. After this process the element a;;_;

is replaced by a;_7,;—1, as shown in the above relation. The result of the two

operations is to replace a;; by ai_7;—1, and to reduce each element in the first

row and in the first column to zero. Hence D,, = D, and consequently

Dhn,=Dp 1=Dp2=---=Dy=1.
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Four.l.4: Determinants Exist

Four.l.4.11 This is the permutation expansion of the determinant of a 2 x 2 matrix

a b 10 0 1
| R R P

and the permutation expansion of the determinant of its transpose.
a c¢ 10 0 1
poa = 1T o

As with the 3 x3 expansions described in the subsection, the permutation matrices
from corresponding terms are transposes (although this is disguised by the fact
that each is self-transpose).

Four.l.4.12 Each of these is easy to check.
(a) permutation | 1 b2
mverse | &1 §2
(b) permutation | &1 b2 b3 ba s ds
mverse | &1 ¢ 3 b5 Ps Ps
Four.l.4.13  (a) sgn(¢1) = +1, sgn(dz) = —1
(b) sgn(d1) = +1, sgn(Pp2) = —1, sgn(Pp3) = —1, sgn(ds) = +1, sgn(ds) = +1,
sgn(de) = —1

Four.l.4.14 To get a nonzero term in the permutation expansion we must use the 1,2

entry and the 4,3 entry. Having fixed on those two we must also use the 2,1 entry
and the 3,4 entry. The signum of (2,1,4,3) is +1 because from

01 00
10 0 0
0 0 01
00 10
the two row swaps p1 +> p2 and p3 <> p4 will produce the identity matrix.

Four.l.4.15 The pattern is this.

i |1 2 3 4 5 &
sgn(ds) | +1 —1 —1 +1 +1 —I

So to find the signum of ¢, we subtract one n! — 1 and look at the remainder on
division by four. If the remainder is 1 or 2 then the signum is —1, otherwise it is
+1. For n > 4, the number n! is divisible by four, so n! — 1 leaves a remainder of
—1 on division by four (more properly said, a remainder or 3), and so the signum
is +1. The n =1 case has a signum of +1, the n = 2 case has a signum of —1 and
the n = 3 case has a signum of —1.
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Four..4.16  (a) We can view permutations as maps ¢: {1,...,n} —{1,...,n} that
are one-to-one and onto. Any one-one and onto map has an inverse.

(b) If it always takes an odd number of swaps to get from Py, to the identity, then
it always takes an odd number of swaps to get from the identity to Py (any swap
is reversible).

(c) This is the first question again.

Four..4.17 If ¢(i) = j then ¢~ '(j) = i. The result now follows on the observation
that Py, has a 1 in entry i,j if and only if ¢(i) = j, and Py, 1 has a 1 in entry j, 1 if
and only if ¢—'(j) =1,

Four.l.4.18 This does not say that m is the least number of swaps to produce an
identity, nor does it say that m is the most. It instead says that there is a way to
swap to the identity in exactly m steps.

Let (; be the first row that is inverted with respect to a prior row and let 1 be
the first row giving that inversion. We have this interval of rows.

3%
tr

j<k<ri<---<r7s

tr,

Swap.

br

Lr

3%

The second matrix has one fewer inversion because there is one fewer inversion in
the interval (s vs. s + 1) and inversions involving rows outside the interval are not
affected.

Proceed in this way, at each step reducing the number of inversions by one with
each row swap. When no inversions remain the result is the identity.

The contrast with Corollary 4.5 is that the statement of this exercise is a ‘there
exists’ statement: there exists a way to swap to the identity in exactly m steps.
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But the corollary is a ‘for all’ statement: for all ways to swap to the identity, the
parity (evenness or oddness) is the same.
Four.l.4.19  (a) First, g(¢1) is the product of the single factor 2—1 and so g(¢b1) = 1.
Second, g(¢2) is the product of the single factor 1 — 2 and so g(¢,) = —1.
(b) permutation ¢ | d1 b2 b3 ds b5 de
9@) [ 2 =2 -2 2 2 =2
(c) It is a product of nonzero terms.

(d) Note that ¢(j)—¢ (i) is negative if and only if 14 (j) and Ly, (1) are in an inversion
of their usual order.

Section Il: Geometry of Determinants

Four.ll.1: Determinants as Size Functions

Four.ll.1.8 Solving

3 2 1 4
c1 |3 +c2|6]+es|0| =11
1 1 5 2

gives the unique solution c¢3 = 11/57, ¢ = —40/57 and ¢; = 99/57. Because
c1 > 1, the vector is not in the box.

Four.l.1.9 For each, find the determinant and take the absolute value.
(@7 () o (c) 58
Four.ll.1.10 'We have drawn that picture to mislead. The picture on the left is not
the box formed by two vectors. If we slide it to the origin then it becomes the box

formed by this sequence.
0 2

Then the image under the action of the matrix is the box formed by this sequence.

()-(e)

which has an area of 4.
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Four.ll.1.11 Move the parallelepiped to start at the origin, so that it becomes the

box formed by
()0)

and now the absolute value of this determinant is easily computed as 3.

3 2
=3
0 1
Four.ll.1.12 (@) 3 (b) 9 (c) 1/9
Four.ll.1.13  (a) Gauss’s Method
R 1T 0 —1
RS 1o 4
P1+P3 0 0 2
gives the determinant as +2. The sign is positive so the transformation preserves
orientation.
(b) The size of the box is the value of this determinant.
1 2 1
-1 0 1/=+46
2 -1 0

The orientation is positive.

(c) Since this transformation is represented by the given matrix with respect to
the standard bases, and with respect to the standard basis the vectors represent
themselves, to find the image of the vectors under the transformation just multiply
them, from the left, by the matrix.

1 -1 2 3 1 1
—T1|—| 4 O |—1| 5 11—14
2 5 —1 -5 0 —1
Then compute the size of the resulting box.
-1 3 1
4 5 4 |=412
5 -5 -1

The starting box is positively oriented, the transformation preserves orientations
(since the determinant of the matrix is positive), and the ending box is also
positively oriented.

Four.ll.1.14 Express each transformation with respect to the standard bases and find
the determinant.
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@@e6 (b) -1 (c) =5

Four.ll.1.15 The starting area is 6 and the matrix changes sizes by —14. Thus the
area of the image is 84.

Four.ll.1.16 By a factor of 21/2.

Four.ll.1.17 For a box we take a sequence of vectors (as described in the remark, the
order of the vectors matters), while for a span we take a set of vectors. Also, for a
box subset of R™ there must be n vectors; of course for a span there can be any
number of vectors. Finally, for a box the coefficients ty, ..., t, are in the interval
[0..1], while for a span the coefficients are free to range over all of R.

Four.ll.1.18 Yes to both. For instance, the first is [TS| = |T| - |S| =S| - |T| = |ST|.

Four.l.1.19 Because |AB| = |A| - |B| = |BA| and these two matrices have different
determinants.

Four.ll.1.20  (a) If it is defined then it is (3%) - (2)-(272) - (3).
(b) [6A3 +5A% +2A| = |A| - [6A% 4 5A + 2I|.

cos® —sin0

Four.11.1.21
our sin® cos©

=1

Four.l.1.22 No, for instance the determinant of

T_ 2 0
0 1/2
is 1 so it preserves areas, but the vector T€; has length 2.

Four.11.1.23 It is zero.
Four.ll.1.24 Two of the three sides of the triangle are formed by these vectors.

2 1 1 3 1 2
2 1 1 4 1 3

One way to find the area of this triangle is to find half the volume of the parallelogram
formed by those two vectors and a length-one vector orthogonal to those two. To
find the family of vectors orthogonal to those two we can start with the two relations

1 X 0 2 X 0
Of<ly| =10 =3 |-lyl =10
1 z 0 3 z 0
and solve the system
X + z=0 —2p1+p> X +z=0

x—3y+3z=0 “3y+2z=0
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to get this solution set.
—1
{11/3|z]z€eR}
1

Here is a length one solution.

1 —1 —3/\\?
— | 1/3 | =] 1/V19
VITZCH ) B v
Thus the area of the triangle is half of the absolute value of this determinant.
1 2 =3/V/19
0 =3 1/V/19|=-19/V19
13 3/V/19

Half of the absolute value is \/W/Z.

Four.ll.1.25 (a) Because the image of a linearly dependent set is linearly dependent,
if the vectors forming S make a linearly dependent set, so that |S| = 0, then the
vectors forming t(S) make a linearly dependent set, so that [TS| =0, and in this
case the equation holds.

(b) We must check that if T 0P then d(T) = [TSI/IS| = [TSI/IS| = d(T). We
can do this by checking that combining rows first and then multiplying to get TS
gives the same result as multiplying first to get TS and then combining (because
the determinant |TS| is unaffected by the combining rows so we’ll then have that
ITS| = TS| and hence that d(T) = d(T)). This check runs: after adding k times
row i of TS to row j of TS, the j, p entry is (kti 1 +tj1)s1,p 4 - -+ (kti v +tj.+)sr p,
which is the j,p entry of TS.

(c) For the second property, we need only check that swapping T P70 1 and
then multiplying to get TS gives the same result as multiplying T by S first and
then swapping (because, as the determinant |TS| changes sign on the row swap,
we’ll then have |TS| = —|TS|, and so d(T) = —d(T)). This check runs just like the
one for the first property.

For the third property, we need only show that performing T ﬂ T and then
computing TS gives the same result as first computing TS and then performing
the scalar multiplication (as the determinant [TS| is rescaled by k, we’ll have
TS| = k|TS| and so d(T) =k d(T)). Here too, the argument runs just as above.

The fourth property, that if T is I then the result is 1, is obvious.

(d) Determinant functions are unique, so [TS|/|S| = d(T) = [T|, and so [TS| = [T||S|.
Four.ll.1.26 Any permutation matrix has the property that the transpose of the
matrix is its inverse.
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For the implication, we know that |[AT|=|A|. Then 1=|A-A" ' =|A-AT| =
Al AT =|AJ]%.
The converse does not hold; here is an example.

)

Four.ll.1.27 Where the sides of the box are c times longer, the box has c> times as
many cubic units of volume.

Four..1.28 If H =P~ 'GP then [H| = [P~ '||G|IP| = [P~ "||P|IG| = [P~ 'PIIG| = |G|.
Four.ll.1.29  (a) The new basis is the old basis rotated by 7t/4.

v (TG

(c) In each case the determinant is +1 (we say that these bases have positive
orientation).
(d) Because only one sign can change at a time, the only other cycle possible is

RO RO,

Here each associated determinant is —1 (we say that such bases have a negative
orientation).
(e) There is one positively oriented basis ((1)) and one negatively oriented basis
(=1).
(f) There are 48 bases (6 half-axis choices are possible for the first unit vector, 4
for the second, and 2 for the last). Half are positively oriented like the standard
basis on the left below, and half are negatively oriented like the one on the right

| J\
Y

In R3 positive orientation is sometimes called ‘right hand orientation’ because if
a person places their right hand with their fingers curling from €7 to €, then the
thumb will point with €3.

Four.ll.1.30 We will compare det(s7,...,5,) with det(t(57),...,t(5%)) to show that
the second differs from the first by a factor of |T|. We represent the §’s with respect
to the standard bases

S1,4

. S$2.4
Repgn (51) =

Sn,i
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and then we represent the map application with matrix-vector multiplication

tip ti2 ... tim $1,j
. tor t22 ... ton S2j
Repg (t(5i)) = . )

tn,] tn,Z oo tn,n Sn,j
ti1 t1,2 tin
t21 t22 ton

=81, : + 825 : + ot sn;

th tn,Z tn‘n

=s1itF szt 4o+ s ita

where t; is column i of T. Then det(t(57), ..., t(5n)) equals det(sm‘a +szy1f2+
.. .+Sn‘1fn, ey S]»n’?] +Szyn{'2+. . .+Sn,nfn).

As in the derivation of the permutation expansion formula, we apply multilin-
earity, first splitting along the sum in the first argument

det(shlfh ceey 51,nf1 + 52,n€2 +-+ Sn,n{'n)
4+ +det(sn,1tny --vy STt +S2nt2 + o+ Snntn)

and then splitting each of those n summands along the sums in the second arguments,
etc. We end with, as in the derivation of the permutation expansion, n™ summand
determinants, each of the form det(si, ,1’&1 , Siz,zfiz, ceey simnﬂn). Factor out each
of the si;'s =si,,151,,2.+- 51, ,n -det(ﬂ],ﬂz, ceey fin).

As in the permutation expansion derivation, whenever two of the indices in iy,
..., in are equal then the determinant has two equal arguments, and evaluates to

0. So we need only consider the cases where i1, ..., i,, form a permutation of the
numbers 1, ..., n. We thus have
det(t(§'1),...,t(§'n)): Z S¢(1),1 ...s¢(n)‘ndet(f¢(1),...,f¢(n)).

permutations ¢
Swap the columns in det(fq)(] Jreons f¢(n)) to get the matrix T back, which changes
the sign by a factor of sgn ¢, and then factor out the determinant of T.

= Z Sp(1),1 -+ S (n),n det(ty,...,tn)-sgn ¢ = det(T) Z S(1),1 -+~ S (n),n-580 .
¢ ¢

As in the proof that the determinant of a matrix equals the determinant of its
transpose, we commute the s’s to list them by ascending row number instead of by
ascending column number (and we substitute sgn(¢p—") for sgn(d)).

=det(T) Z S1,¢-1(1)+++Sn,p1(n) - 580 ¢~ = det(T)det(57,52,...,5n)
¢
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Four.ll.1.31  (a) An algebraic check is easy.
0 =xyz2+x2y3+x3y—x3y2—xyz —x2y = x-(Y2—y3)+y- (x3—x2) +x2Yy3—x3Y2
simplifies to the familiar form
y=x-(x3—x2)/(ys —y2) + (x2y3 — x3Y2)/(y3s — y2)
(the y3 —yz2 = 0 case is easily handled).

For geometric insight, this picture shows that the box formed by the three
vectors. Note that all three vectors end in the z = 1 plane. Below the two vectors

on the right is the line through (x;,y) and (x3,y3).

8

The box will have a nonzero volume unless the triangle formed by the ends of
the three is degenerate. That only happens (assuming that (x2,ys3) # (x3,y3)) if
(x,y) lies on the line through the other two.
(b) This is how the answer was given in the cited source. We find the altitude
through (x1,y7) of a triangle with vertices (x1,y1) (x2,y2) and (x3,y3) in the
usual way from the normal form of the above:

X1 X2 X3

1
Y1 Yz ys|.
\/(XZ_X.%)Z"'(UZ_Q.%)Z 1 1 1

Another step shows the area of the triangle to be
1 X1 X2 X3
5 Yt Yz Yz
2
1 1 1
This exposition reveals the modus operand: more clearly than the usual proof of
showing a collection of terms to be identical with the determinant.
(c) This is how the answer was given in the cited source. Let
X1 X2 X3
D=y1 y2 ys
1 1 1

then the area of the triangle is (1/2)|D|. Now if the coordinates are all integers,
then D is an integer.
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Section lll: Laplace’s Formula

Four.lll.1: Laplace’s Expansion

1 0 1 2
_1)2+3 - _ 11342 _
Four.lll.1.11  (a) (—1) 0 2 2 (b) (—1) 1 3 5
-1 1
—1)4 =-2
© 'y,
Four.l11.1.12
1 3 0 2 0 2
2 -1 2 -1 1 3
-7 4 =2
. -1 3 1 2 1 2
adj(T) = | — - =[-1 -1 -5
0 -1 0 —1 -1 3
-2 =2 1
-1 1 10 1 0
0 2 0 2 -1 1
Four.111.1.13
12 3
5 6 4 6 4 5
4 5 6/=1-(+1)- +2-(=1)- +3-(+1)-
7 8 9 8 9 7 9 7 8

The formula for 2 x 2 matrices gives 1-(—3)—2-(—6)+3-(—3) =0.

2 2 2 2
FourlLL14 - (a) 3-(+1) ], (J+0-(=1)| 4T (D)) - 51=-13
(b)1~(—1)3 O+2'(+1)71 0+2'(_”*1 3 13
2 0 30
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Four.lll.1.15 This is adj(T).

Tin To1 T3

> ) )
’ ) )

Tz T3 Ts3

’ ) )

Four.I11.1.16

) } )

Tio To T32

) ) )

Tis T3 T33

) ) )

Ti,1

(b) The minors are 1x1. (
T2

© (_05 ‘]‘)

(a) This is the adjoint.

T2

56 |23
8 9 8 9
e s
7 9 7 9
+4 5 _1 2
7 8 7 8
-3 6 -3
6 —12 6
-3 6 -3
0 2
0 1
-1 2 2 4

1 1 1 1
-1 0
1 0
0o -1 2
3 -2 -8
0 1 1
Tz,1>: ‘4‘ _‘_]’ _
b

g

2 3
5 6
1 3
4 6
1 2
4 5
1

0 2

(

-2 3

315
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(d) The minors are 2x2.

o3 |43 a3
8§ 9 8§ 9 0 3
T T Taa -1 3] |1 3 1 3
T2 o TGa|=|- 1 9 1 9 13
Tz T3 T33
-1 0 1 4 1 4
1 8 1 8 -1 0
=24 —-12 12
=1 12 6 —6
8 -4 4
o -1 2 0o —-1/3 2/3
Fourlll117  (a) (1/3)- |3 —2 —8|=|1 —2/3 —8/3
0 1 1 0o 1/3 1/3
4 1\ ([ 2/7 1/14
(b) (1/14)-{ 3)‘ —1/7 3/14

© m/—s).<_°5 ‘f) —(? _11/55>

(d) The matrix has a zero determinant, and so has no inverse.

Tig T T30 Tap 4 -3 2 -
Tiog T2 Tz32 Tap| | -3 6 —4 2
Four.l11.1.18 Tis Tos Tos Tas =1, 4 ¢ _3
Tia Toa T34 Taa -1 2 3 4
Four.lll.1.19 The determinant
a b
c d

expanded on the first row gives a - (+1)|d| + b - (—1)|c] = ad — bc (note the two
1x 1 minors).
Four.lll.1.20 The determinant of

a b c
d e f
g h i
is this.
a- ﬁ :—b~ ;1 f . ;1 }el = a(ei — fh) — b(di— fg) + c(dh — eg)

_ to —ti2
—t21 tij

t ’ — |t
Four.ll.121 (a) (2; %D _ ( “iz ‘t 12
' ’ —t21 1,1
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t —t
(b) (1/t1,1t2,2—t1‘2t2’1). ( 2,2 1,2)

—t21 ti;
Four.lll.1.22 No. Here is a determinant whose value

100
0 1 0]=1
0 0 1
doesn’t equal the result of expanding down the diagonal.
ranly Sy Sleran |y Y=3
Four.l11.1.23 Consider this diagonal matrix.
d 0 0
0 d» O

dn
If i #j then the 1,j minor is an (n — 1) x (n — 1) matrix with only n — 2 nonzero
entries, because we have deleted both d; and dj. Thus, at least one row or column
of the minor is all zeroes, and so the cofactor Dy j is zero. If i = j then the minor is

the diagonal matrix with entries dy, ..., di—1, dit1, ..., dn. Its determinant is
obviously (—1)¥ = (—=1)%' =1 times the product of those.
dy---dn 0 0
0 didz---dn 0
adj(D) =
dy - dng

By the way, Theorem 1.9 provides a slicker way to derive this conclusion.

Four.ll.1.24  Just note that if S =TT then the cofactor S;; equals the cofactor T ;
because (—1))** = (—1)'"J and because the minors are the transposes of each other
(and the determinant of a transpose equals the determinant of the matrix).

Four.l11.1.25 1t is false; here is an example.

123 -3 6 -3 000
T=|4 5 6 adiM=[6 —-12 6 adj(adj(T)) = [0 0 0
7 89 3 6 -3 000

Four.lll.1.26  (a) An example
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suggests the right answer.

45 |23 |23
0 6 0 6 4 5
My Mair Mz,
. ’ ’ ’ 0 5 1 3 1 3
adj(M) = | My Mz, Mz, | = o ¢ o d “lo s
Miz Masz Ms;
0 4 _1 2 1 2
0 0 0 0 0 4
24 —12 =2
=10 6 -5
0 0 4

The result is indeed upper triangular.

This check is detailed but not hard. The entries in the upper triangle of the
adjoint are M4, where a > b. We need to verify that the cofactor Mg p is zero
if a >b. With a > b, row a and column b of M,

min ... Mip

mp1 ... M2p

Mg, 1 cee Mgp ... Mgn
Mn,b

when deleted, leave an upper triangular minor, because entry i,j of the minor is
either entry 1,j of M (this happens if a > 1 and b > j; in this case 1 < j implies
that the entry is zero) or it is entry i,j + 1 of M (this happens if i < a and j > b;
in this case, i < j implies that i < j + 1, which implies that the entry is zero),
or it is entry i+ 1,j + 1 of M (this last case happens when i > a and j > b;
obviously here i < j implies that i+ 1 < j+ 1 and so the entry is zero). Thus the
determinant of the minor is the product down the diagonal. Observe that the
a—1,a entry of M is the a —1,a — 1 entry of the minor (it doesn’t get deleted
because the relation a > b is strict). But this entry is zero because M is upper
triangular and a — 1 < a. Therefore the cofactor is zero, and the adjoint is upper
triangular. (The lower triangular case is similar.)
(b) This is immediate from the prior part, by Theorem 1.9.

r.111.1.27 We will show that each determinant can be expanded along row i. The

argument for column j is similar.

Each term in the permutation expansion contains one and only one entry

from each row. As in Example 1.1, factor out each row i entry to get |T| =



ti1 - 'Tm + -+ tinc Ti,n, where each Tiyj is a sum of terms not containing any
elements of row i. We will show that T; ; is the 1i,j cofactor.
Consider the 1,j = n,n case first:

tn,n : Tn,n = tn,n . Zt1,¢(1)t2,¢(2) v tn—],d)(n—]) sgn(d))
¢

where the sum is over all n-permutations ¢ such that ¢(n) = n. To show that
Tl,j is the minor T; ;, we need only show that if ¢ is an n-permutation such that
®(n) = n and o is an n— I-permutation with o(1) = ¢(1), ..., o(n—1) = d(n—1)
then sgn(o) = sgn(¢). But that’s true because ¢ and o have the same number of
inversions.

Back to the general i,j case. Swap adjacent rows until the i-th is last and swap
adjacent columns until the j-th is last. Observe that the determinant of the i,j-th
minor is not affected by these adjacent swaps because inversions are preserved
(since the minor has the i-th row and j-th column omitted). On the other hand, the
sign of |T| and T;; changes n — 1 plus n —j times. Thus T;; = (—1)" " I|T; 5| =
(=) IT 4.

Four.l11.1.28 This is obvious for the 1x 1 base case.

For the inductive case, assume that the determinant of a matrix equals the
determinant of its transpose for all 1x1, ..., (n—1)x(n — 1) matrices. Expanding
on row i gives |T| = ti;1Ti,1 +... + tinTin and expanding on column i gives
ITT=t1,:(T" )11+ +tn,i(TT)n, Since (—1)'" = (—1))*" the signs are the same
in the two summations. Since the j, i minor of T' is the transpose of the i,j minor
of T, the inductive hypothesis gives \(TT)i‘j| = [Ty 5l.

Four.lll.1.29 This is how the answer was given in the cited source. Denoting the
above determinant by D,, it is seen that D, = 1, D3 = 2. It remains to show
that D, =D, +Dn_2, n > 4. In D, subtract the (n — 3)-th column from the
(n—1)-th, the (n—4)-th from the (n—2)-th, ..., the first from the third, obtaining

1T -1 0 0 O

-1 0 O

S O © O

1 1
Fn=10 1
0 0 1 1T -1

By expanding this determinant with reference to the first row, there results the
desired relation.

Topic: Cramer’s Rule



1 (a) Solve for the variables separately.

4 -1 1 4
-7 2 1 -1 -7 -3
AT b [ I ’
-1 2 -1 2
(b) x=2,y=2
2 z=1
3 Determinants are unchanged by combinations, including column combinations, so
det(B;) = det(dy,...,x7d7 +--- +xi@; + -+ +Xn@n,...,dn). Use the operation
of taking —x; times the first column and adding it to the i-th column, etc.,
to see this is equal to det(dy,...,xidi,...,dn). In turn, that is equal to x; -
det(di,...,diy...,dn) =x; - det(A), as required.

4 (a) Here is the case of a 2x 2 system with i = 2.

ar,1x1 +ay2xz = by arg a2\ (1T x|\ (a1 by
<~ =
az,1x1 +azx2 =by a1 a2/ \0 x2 a1 bz
(b) The determinant function is multiplicative det(B;) = det(AX;) =
det(A) - det(X;). The Laplace expansion shows that det(X;) = xi, and solving
for x; gives Cramer’s Rule.
5 Because the determinant of A is nonzero, Cramer’s Rule applies and shows that

xi = |Bi|/1. Since Bj; is a matrix of integers, its determinant is an integer.
6 The solution of

ax+by=e
cx+dy ="~
is
ed — fb af —ec

*Tad—bc YT ad—bc
provided of course that the denominators are not zero.
7 Of course, singular systems have |A| equal to zero, but we can characterize the
infinitely many solutions case is by the fact that all of the |B;| are zero as well.
8 We can consider the two nonsingular cases together with this system
X1 +2x2 =6
X1 +2x2=c¢
where ¢ = 6 of course yields infinitely many solutions, and any other value for c
yields no solutions. The corresponding vector equation

X ! + X 2 = 6
BN 2\2) " e
gives a picture of two overlapping vectors. Both lie on the line y =x. In the c =6

case the vector on the right side also lies on the line y = x but in any other case it
does not.



Topic: Speed of Calculating Determinants

1 Your timing will depend in part on the computer algebra system that you use,
and in part on the power of the computer on which you do the calculation. But
you should get a curve that is similar to the one shown.

2 The number of operations depends on exactly how we do the operations.

(a) The determinant is —11. To row reduce takes a single row combination with
two multiplications (—5/2 times 2 plus 5, and —5/2 times 1 plus —3) and the
product down the diagonal takes one more multiplication. The permutation
expansion takes two multiplications (2 times —3 and 5 times 1).

(b) The determinant is —39. Counting the operations is routine.

(c) The determinant is 4.

3 You should build the matrix once and then time it being reduced many times.
Note that gauss_method, as written, changes the input matrix, so be careful not to
loop using the output of that routine or all the loops but the first will be on an
echelon form matrix.

4 The identity matrix typically does not take long to reduce. For matrices that
are slow, in Python you can try ones with numbers that are quite large. (Some
computer algebra system also have the ability to generate special matrices; try some
of those.)

5 No, the above code handles the numbers by row.

Topic: Chio’s Method

1 (a) Chid’s matrix is

and its determinant is 0  (b) Start with

2 8 0
Cs=(1 -2 2
4 2 2

and then the next step

12 4
€= (-zs 4)

with determinant det(C,) = 64. The determinant of the original matrix is thus
64/(2%-2") =8
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2 The same construction as was used for the 3 x3 case above shows that in place of
ay,1 we can select any nonzero entry a; ;. Entry ¢, 4 of Chid’s matrix is the value
of this determinant

a1 a1,q+1
Qp+1,1  Qp41,q+1
where p+1#1iand q+ 1 #j.

3 Sarrus’s formula uses 12 multiplications and 5 additions (including the subtractions
in with the additions). Chid’s formula uses two multiplications and an addition
(which is actually a subtraction) for each of the four 2 x 2 determinants, and
another two multiplications and an addition for the 2x2 Chié’s determinant, as
well as a final division by a; ;. That’s eleven multiplication/divisions and five
addition/subtractions. So Chié is the winner.

4 Consider an n xn matrix.

ar a2 T At n—1 ain
az az;2 T az n—1 azn
A =
An—-1,1 An—-1,2 - Gn-1n-1 An—1,n
an,1 an,2 s An,n—1 Anyn

Rescale every row but the first by a; ;.

a1 a2 e ajn—1 a1 n
az 1ai;1 az 2ai az n—10a1,1 az nai,i
ai,1p2
-
ar1ps3
. An—-1,1a11 An—1,2Q11 ot On—1n—1Q17 An—1,nQ1,1
ar,1Pn an,101,1 an,2071,1 o Qpon—1011 An,nai1

That rescales the determinant by a factor of a’f?] .
Next perform the row operation —a; 1p1 + p; on each row i > 1. These row
operations don’t change the determinant.
—az 1p1+p2
—
—az,;1p1+p3

—Qn,1 P1.+Pn
The result is a matrix B whose first row is unchanged, whose first column is all
zeros (except for the 1,1 entry of a; 1), and whose remaining entries are these.
a2 te a1 n—1 arn
az2a1 1 —az1ar2 0 AQ2n—10nn —A2n-101 n—-1 A2nGnn — A2 A1 n

An 2011 —Qp,1Q1,2 - Ann—-101,1 — A, 141, n—1 Anna1,1 —an1a1n



The determinant of this nxn matrix B is a?’ﬂ times the determinant of A.
Denote by C the 1,1 minor of the matrix B, that is, the submatrix consisting of
the last n — 1 rows and columns. The Laplace expansion down the first column of
B gives that its determinant is det(B) = (—1)"""ay; det(C).
If a1,1 # O then setting equal the two expressions for { (}B) and canceling gives
det(A) = det(C)/a} 7.

Topic: Projective Geometry

1 From the dot product

1
0=|(0]-(Ly L, L3)=L
0
we get that the equation is L1 = 0.
2 (a) This determinant
1 4 x
0=12 5 yl=—-3x+6y—3z
3 6 z
shows that the lineis L = (-3 6 —3).
-3
(b) | 6
-3
3 The line incident on
w Vi
u=1|uz V=1V
us V3

comes from this determinant equation.

u; v X
O0=|u2 vy y|=(uvz—uzva) -x+ (uzvi —uivz) -y + (v —uxvy) -z
us vy zZ

The equation for the point incident on two lines is the same.
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4 If p1, P2, P3, and q1, qz2, g3 are two triples of homogeneous coordinates for p
then the two column vectors are in proportion, that is, lie on the same line through
the origin. Similarly, the two row vectors are in proportion.

P q1
k-lp2|=1a4qz m-(Ly Ly L3) =M1 My M;3)
P3 q3

Then multiplying gives the answer (km)- (p1Ly +p2L2 +p3ls) = 1My +qa2Ma +
q3 M3 =0.

5 The picture of the solar eclipse —unless the image plane is exactly perpendicular
to the line from the sun through the pinhole —shows the circle of the sun projecting
to an image that is an ellipse. (Another example is that in many pictures in this
Topic, we’ve shown the circle that is the sphere’s equator as an ellipse, that is, a
viewer of the drawing sees a circle as an ellipse.)

The solar eclipse picture also shows the converse. If we picture the projection
as going from left to right through the pinhole then the ellipse I projects through P
to a circle S.
6 A spot on the unit sphere
P1
P2

P3
is non-equatorial if and only if p3 # 0. In that case it corresponds to this point on

the z =1 plane
P1/pP3

p2/P3
1
since that is intersection of the line containing the vector and the plane.
7 (a) Other pictures are possible, but this is one.
To
Uy Ve

\7) T,

u; Vi
T

The intersections ToU; NTiUg = V3, ToV: NT1 Vo = Uy, and UpV; NU Vo =To
are labeled so that on each lineisa T, a U, and a V.

(b) The lemma used in Desargue’s Theorem gives a basis B with respect to which
the points have these homogeneous coordinate vectors.

1 0 0 1
RepB(fO) =10 RepB(ﬂ) =11 RepB(fz) =10 Repg(Vo) = | 1
0 0 1 1
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(c) First, any Uy on ToVo

1 1 a+b
Repg(tip)=a |0 +b |1 ]| = b
0 1 b

has homogeneous coordinate vectors of this form

Uo

1

1
(up is a parameter; it depends on where on the ToV, line the point Uy is, but
any point on that line has a homogeneous coordinate vector of this form for some
up € R). Similarly, U, is on T7V,

0 1 d
Repg(tiz) =c |1 4+d|1]=]|c+d
0 1 d

and so has this homogeneous coordinate vector.

1

uz
1
Also similarly, U, is incident on T, V)
0 1 f
Repg(ti1)=e |0 | +f| 1] = f
1 1 e+ f

and has this homogeneous coordinate vector.
1
1

uq
(d) Because V; is ToU,; N UpT, we have this.
1 1 o 0 g +h=1iuo
glo|+h|u| =il 1 |+j]0 = hu; =1
0 1 1 1 h=1i+j
Substituting hu, for i in the first equation
huou,
hu.z
h

shows that V7 has this two-parameter homogeneous coordinate vector.
UpoU
uz
1



(e) Since V; is the intersection Tol; N T; U

1 1 0 U k+1=nup
ko]l +1] 1T |=m|1]|+n]| 1 Eo l=m+n
0 uq 0 1 lu =n

and substituting luy for n in the first equation
luoug
l
1u1
gives that V> has this two-parameter homogeneous coordinate vector.
UoU1
1
w

(f) Because V7 is on the T; Uy line its homogeneous coordinate vector has the form

0 1 q
pll]+a|l 1T |=]|p+dg (%)
0 U quq

but a previous part of this question established that V;’s homogeneous coordinate
vectors have the form
Uou2
uz
1
and so this a homogeneous coordinate vector for V.
UolUiuz
uiup (**)
ug
By (%) and (*x), there is a relationship among the three parameters: upu;u; = 1.
(9) The homogeneous coordinate vector of V, can be written in this way.

UplUi Uy 1
up = Uy
uiuz uiur

Now, the T, U, line consists of the points whose homogeneous coordinates have

this form.
0 1 S
T|0|+s|ux| =1 sw
1 1 T+S

Taking s = 1 and r = u;u,; — 1 shows that the homogeneous coordinate vectors
of V, have this form.
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Topic: Computer Graphics

1 Straightforward calculation gives this for the product.

100 0o -1 0 10 0 o -1 2
01 2 -1 0 0 01 2(=|-1 0 2
0 0 1 0 0 1 0 0 1 0 0 1

2 Working in R?, let the matrix be M. We get these two.

-G (7))

(For the second one, the starting vector is on the line through the origin that is
perpendicular to y = 2x.) We have this.

1 =2 1 2
M(z 1>:<2 1)
-1
(v 2\ (v =2\ [-3/5 45
M‘(z 1) (2 1) _<4/5 3/5)

and so for homogeneous coordinates the matrix is this.

Solving gives

-3/5 4/5 0
4/5 3/5 0
0 0 1

3 Move all points over by 4, reflect about the line y = 2x using the prior exercise,
and them move them back.

1 0 0 -3/5 4/5 0 1 0 0 —3/5 4/5 16/5
o1 —4 4/5 3/5 0 01 4= 4/5 3/5 -8/5
0 0 1 0 0 1 0 0 1 0 0 1
1 0 cos® —sin@® 0 cos® —sinO t,
01 t sin 9 cos 9 0 sin@ cosO ty
0 0 1 1 0 0 1
5 Here are the two 4 x4 matrices.
cos® —sin® 0 O cos 9 0 —sin® O
sin® cos® 0 O 0 0 0
0 0 0 0 sin 9 0 cos® O
0 0 0 1 0 0 1






Cliapiter Feve
Similarity

Section I: Complex Vector Spaces

Section II: Similarity

Five.ll.1: Definition and Examples

Five.ll.1.5 One way to proceed is left to right.
_ 4 2 1 3 2/14 —=2/14
1 _
PTP = (3 2) <2 6) (3/14 4/14)
[0 0 2/14  =2/14\ 0 0
C\=7 -2 3/14 414 | \-11/2 =5

Five.ll.1.6  (a) Because the matrix (2) is 1x1, the matrices P and P~ are also 1x1 and
so where P = (p) the inverse is P~' = (1/p). Thus P(2)P~" = (p)(2)(1/p) = (2).
(b) Yes: recall that we can bring scalar multiples out of a matrix P(cI)P~' =
cPIP~! = cI. By the way, the zero and identity matrices are the special cases

c=0andc=1.
(c) No, as this example shows.

1 =2 -1 0 -1 =2\ (-5 4
-1 1 0 -3 -1 =1/ \2 1
(Cin‘t B % (C3wrt B

o

3 t 3
C'LUTt D + (ert D

Five.ll.1.7  (a)
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(b) For each element of the starting basis B find the effect of the transformation

1 —2 0 0 0 —1
25| 3 1o of |1
3 4 0 2 1 0
and represented those outputs with respect to the ending basis B
-2 -2 0 0 —1 —1
Repg(| 3 [)=| 7 Repg(|0|)= |0 Repg(| 1 [)=| 3
4 10 2 2 0 3
to get the matrix.
-2 0 -1
T=Repgp(t)=| 7 0 3
10 2 3

(c) Find the effect of the transformation on the elements of D

1 1 1 1 1 0
oo 1|5 o 0f 1|1
0 0 0 2 1 0
and represented those with respect to the ending basis D

1 1 1 —1 0 —1

Repp([0f)=]0 Repp ([0 [)=| © Repp([T[) =] 1
0 0 2 2 0 0
to get the matrix.
1T -1 -1
T=Repppt)=(0 0 1
0o 2 0

(d) To go down on the right we need Repg pp(id) so we first compute the effect of
the identity map on each element of B, which is no effect, and then represent the
results with respect to D.

1 —4 0 —1 0 —1
Repp(|2])=1] 2 Repp(|1])=1] 1 Repp([O0|)=1] 0O
3 3 0 0 1 1
So this is P.
—4 -1 -1
P=1] 2 1 0
3 0 1

For the other matrix Repp p(id) we can either find it directly, as we just have
with P, or we can do the usual calculation of a matrix inverse.
1 1 1
Pl=|-2 —1 =2
-3 -3 -2
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Five.ll.1.8  (a) Because we describe t with the members of B, finding the matrix
representation is easy:

0 1 0

Repg(t(x))) = [ 1| Reps(tx))=| 0 |  Reps(t(1))= [0

1 —1 3

B B B
gives this.

0 1 0
Repgg(t)[1 0 O
1 -1 3

(b) We will find t(1), t(1 4 x), and t(1 + x + x?, to find how each is represented
with respect to D. We are given that t(1) = 3, and the other two are easy to see:
t(1+x) =x2+2and t(1+x+x?) = x?> +x+3. By eye, we get the representation
of each vector

3 2 2
Repp (t(1)) = | 0 Repp (t(1+x)) = | —1 Repp (t(1+x+x?)) = [ 0
0 1 1
D D D
and thus the representation of the map.
3 2 2
o 1 1

(c) The diagram
Vwrt B %) Vwrt B

ile ile
t

Vwrt D f) v'u)'rt D
T

shows that these are P = Repg p(id) and pT = Repp g(id).
0o -1 1 0 0 1
P=|-1 1 0 P'=[0 11
1 0 0 1T 11
Five.ll.1.9  (a)
Chrn — Chng

idl idl
2 t 2
(ert D + (ert D

(b) For the right side we find the effect of the identity map, which is no effect,

o)=L ()=0)
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and represent those with respect to D
T, (1/2 Ty, ([ 1/2
meno ()= (157) ot (1)) (1)
so we have this.

0o —1/2

For the matrix on the left we can either compute it directly, as in the prior

SRR

paragraph, or we can take the inverse.

| : ~1/2 —1)2 2 2
P~ = Rep,u(id) = 777 < o/ 1/2) N (0 —2>

(c) As with the prior item we can either compute it directly from the definition

or compute it using matrix operations.

(320620

Five.ll.1.10 One possible choice of the bases is

S00) 0

(this B comes from the map description). To find the matrix T= Repg p(t), solve
the relations

()= ()6« () ()- ()

togetci =1,c2=-2,¢ =1/3 and ¢, =4/3.

Repg 5(t) = (_]2 lg)

Finding Repp p(t) involves a bit more computation. We first find t(€;). The

relation
1 . -1\ (1
“l2) 72017 o

gives ¢1 = 1/3 and ¢, = —2/3, and so

Repy (¢1) = <]2//33>
B

. 1 173 1/3 1/9
mem—( ) ( ) ( )
B =2 43 \-2/3) ~14/9)

)

making
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and hence t acts on the first basis vector €; in this way.

t(er) =(1/9)- G) —(14/9) - (:1> = <_54{/33>

The computation for t(&€,) is similar. The relation

(3] (7)-0)

gives ¢;1 = 1/3 and ¢, = 1/3, so

Reps(é1)=:<]f§)
B

= 1 173 1/3 4/9
(t(em( ) ( ) ( )
B -2 4/3)  \1/3) ~2/9)

’

and hence t acts on the second basis vector €, in this way.

uaw4ww~@>umy<f>—<zg

U A

. 1 -1
P = Repg pl(id) = <2 : >

and this one change the bases.

-1
o (1 1/3 1
P~ = (Repp,p(id)) = (2 1 ) - <_z//33 12)

The check of these computations is routine.

1=\ (1 13\ (13 13\ (53 23
2 1) \=2 a53)\ =23 173) ~\-4/3 23

Five.ll.1.11 Gauss’s Method shows that the first matrix represents maps of rank two

making

Therefore

and so this matrix.

while the second matrix represents maps of rank three.

Five.ll.1.12 The only representation of a zero map is a zero matrix, no matter what
the pair of bases Repg p(z) = Z, and so in particular for any single basis B we have
Repg g(z) = Z. The case of the identity is slightly different: the only representation
of the identity map, with respect to any B,B, is the identity Repg g(id) = 1.
(Remark: of course, we have seen examples where B # D and Repg p(id) # I—in
fact, we have seen that any nonsingular matrix is a representation of the identity
map with respect to some B, D.)
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Five.ll.1.13 No. If A = PBP~! then A2 = (PBP—')(PBP—') = PB2P~ .

Five.ll.1.14 Matrix similarity is a special case of matrix equivalence (if matrices
are similar then they are matrix equivalent) and matrix equivalence preserves
nonsingularity.

Five.ll.1.15 A matrix is similar to itself; take P to be the identity matrix: P = IPI~!
IPI.
If T is similar to T then T = PTP~! and so P'TP = T. Rewrite T =
(P~HT(P~")" to conclude that T is similar to T.
For transitivity, if T is similar to S and S is similar to U then T = PSP~! and
S=QUQ™'. Then T=PQUQ'P~! = (PQ)U(PQ)~', showing that T is similar
to U.

Five.ll.1.16 Let f, and f,, be the reflection maps (sometimes called ‘flip’s). For any
bases B and D, the matrices Repg g(fx) and Repp p(fy) are similar. First note

that
1T 0 -1 0
S:Repez,gz(fX): (O _1> T:Repgz‘gz(fy): (0 ])

are similar because the second matrix is the representation of f, with respect to

the basis A = (€2, €7):
1T 0\ (-1 0\,

2 fx 2
Rwﬁ A T VRwrt A

idJ{P ile

RZ

wrt €3

where P = Repa ¢, (id).

1cx
—— R,
Now the conclusion follows from the transitivity part of Exercise 15.

We can also finish without relying on that exercise. Write Repg g(fx) =
QTQ™' = QRepe, ¢, (fx)Q " and Repp p(fy) = RSR™' = RRepe, ¢, (fy)R™".
By the equation in the first paragraph, the first of these two is Repg p(fx) =
QPRepg, ¢, (fy)P*1 Q~'. Rewriting the second of these two as R' - Repp p(fy)
R = Repg, ¢, (fy) and substituting gives the desired relationship

Repg g (fx) = QPRepg, ¢, (fy)P'Q !
= QPR ' -Repp p(fy) -RP'Q " = (QPR™') - Repp p(fy) - (QPR™ 1)~

Thus the matrices Repg p(fx) and Repp p(fy) are similar.
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Five.ll.1.17 We must show that if two matrices are similar then they have the same
rank and the same determinant.

First, we've shown that the rank of a map equals the rank of any matrix
representing that map, so the rank must be the same for all representations. (Said
another way, rank is a property of the map since it is the dimension of the range
space.)

As for determinants, [PSP~'| = |P|-|S|- [P~ ' =P|-|S|- [P|"" =S|

The converse of the statement does not hold. For one thing, there are matrices
with the same determinant that are not similar. As an example, consider a nonzero
matrix with a determinant of zero. It is not similar to the zero matrix because the
zero matrix is similar only to itself, but they have they same determinant. The
same thinking gives an example for rank.

Five.ll.1.18 The matrix equivalence class containing all n xn rank zero matrices
contains only a single matrix, the zero matrix. Therefore it has as a subset only
one similarity class.

In contrast, the matrix equivalence class of 1x 1 matrices of rank one consists
of those 1x 1 matrices (k) where k # 0. For any basis B, the representation of
multiplication by the scalar k is Repg g(tx) = (k), so each such matrix is alone in
its similarity class. So this is a case where a matrix equivalence class splits into
infinitely many similarity classes.

Five.ll.1.19 Yes, these are similar

b)) )

since, where the first matrix is Repg g(t) for B = <ﬁ1 , [§2>, the second matrix is
Repp p(t) for D = (B2, B1).

Five.ll.1.20 The k-th powers are similar because, where each matrix represents the
map t, the k-th powers represent t*, the composition of k-many t’s. (For instance,
if T = reptB, B then T? = Repj p(tot).)

Restated more computationally, if T = PSP~ then T2 = (PSP~ 1)(PSP™ ') =
PS2P~'. Induction extends that to all powers.

For the k < 0 case, suppose that S is invertible and that T = PSP~'. Note that
T is invertible: T-! = (PSP~')~! =PS~'P~!, and that same equation shows that
T is similar to S~'. Other negative powers are now given by the first paragraph.

Five.ll.1.21 In conceptual terms, both represent p(t) for some transformation t. In
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computational terms, we have this.

P(T) =cn(PSP )™ 4. 4+ ¢1(PSP™) + col
=cnPS"P !+ 4+ ¢1PSPTT 4 col
=PcpS"P '+ 4+ PSP 4+ PeoP!
=P(caS™+ -+ 1S+ co)P!

Five.ll.1.22 There are two equivalence classes, (i) the class of rank zero matrices, of
which there is one: 47 = {(0)}, and (2) the class of rank one matrices, of which
there are infinitely many: 4> ={(k) | k # 0}.

Each 1x1 matrix is alone in its similarity class. That’s because any transformation
of a one-dimensional space is multiplication by a scalar tx: V — V given by v — k-V.
Thus, for any basis B = (ﬁ), the matrix representing a transformation ty with
respect to B, B is (Repg (tx(B))) = (k).

So, contained in the matrix equivalence class ¢ is (obviously) the single
similarity class consisting of the matrix (0). And, contained in the matrix equivalence
class ¢, are the infinitely many, one-member-each, similarity classes consisting of

(k) for k # 0.

Five.ll.1.23 No. Here is an example that has two pairs, each of two similar matrices:
1 -1 10 2/3 1/3\ (5/3 =2/3
1 2 0 3)\—=1/3 1/3) \-4/3 7/3
1T =2\(-1 0 -1 =2\ (-5 —4
-1 1 0 —3/\-1 —1) \2 1

(this example is not entirely arbitrary because the center matrices on the two left
sides add to the zero matrix). Note that the sums of these similar matrices are not

and

similar

1 0 n -1 0) (00 5/3 -=2/3 n -5 —4 y 0 0
0 3 o -3/ o o —4/3 7/3 2 1 0 0
since the zero matrix is similar only to itself.

Five.l.L1.24 If N = P(T —AI)P~! then N = PTP~' — P(AI)P~'. The diagonal matrix
Al commutes with anything, so P(AI)P~! = PP~ 1(AI) = AL. Thus N = PTP~! — Al
and consequently N 4+ Al = PTP~'. (So not only are they similar, in fact they are
similar via the same P.)
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Five.ll.2: Diagonalizability

Five.ll.2.6 Because we chose the basis vectors arbitrarily, many different answers are
possible. However, here is one way to go; to diagonalize

(1 7)

take it as the representation of a transformation with respect to the standard basis
T = Repg, ¢, (t) and look for B = (B1,B2) such that

A 0
Repg,p(t) = (O] )\2>

that is, such that t(f1) = A; and t(B2) = A,.

<? _12> Bi =21 - B (;1 _]2> B2=A2-B2

We are looking for scalars x such that this equation

4 =2\ (by) b,
11 ) \by) = by
has solutions b; and b,, which are not both zero. Rewrite that as a linear system
(4—x) by + —2-b,=0
1-b1+(1—x)-b2=0
If x = 4 then the first equation gives that b, = 0, and then the second equation
gives that by = 0. We have disallowed the case where both b’s are zero so we can
assume that x # 4.
(=1/G=x)pr+pz (4=%) b1+ —2:b2=0
(x* =5x+6)/(4—x))-by =0
Consider the bottom equation. If b, = 0 then the first equation gives by = 0 or
x =4. The by = by =0 case is not allowed. The other possibility for the bottom
equation is that the numerator of the fraction x> — 5x + 6 = (x — 2)(x — 3) is zero.
The x = 2 case gives a first equation of 2b; — 2b, = 0, and so associated with x =2
we have vectors whose first and second components are equal:

> 1 4 =2\ (1 1
(51—<1> (so (1 ]> <1>_2-<]>,and7\1_2).

If x = 3 then the first equation is b; — 2b, = 0 and so the associated vectors are
those whose first component is twice their second:

- 2 4 =2\ (2 2
Bz:<]> (so (1 ]> <]>:3~<]>,andso7\2:3).
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This picture
R2 — 5 R2
wrt €, T wrt €2

idl idJ,
2 t 2
IR'w'rt B D Rwrt B

shows how to get the diagonalization.

FRENRIE

Comment. This equation matches the T = PSP~ definition under this renaming.

I U I G R ey

Five.ll.2.7  (a) We want a basis where the member vectors satisfy

1 1 by} by
0 0) b ™" b,
so consider the resulting linear system.
b +by=x-b;
0=x- bz
(b) If x = 0 then by + by =0, so b; = —b,. That is, associated with this case
are basis elements where the entries have opposite signs. (The entries must be
nonzero since the zero vector cannot be a member of a basis.)
If x # 0 then b, = 0 and substituting that into the top equation gives
b; =x-b;. Soin this case, either by =0 or x = 1. But since b, = 0 in this case,
b; = 0 is impossible because the zero vector is not in any basis. Thus x = 1 and
the system becomes this.
b +br=1 by
0=1-by
So this case is associated with basis elements where b, = 0 and by can have any
nonzero value.
Therefore, a suitable basis is this.

)0)

(c) With that basis, to get the diagonalization, draw the similarity diagram.
RZ 2

wrt €3 wrt €3

o o

2 t 2
Rwrt B D Rw'rt B

t
—>T R
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11
T =
and we will calculate the matrix D using the basis B and traversing the lower-left
to upper-left, to upper-right, and to lower-right path.

We first want to go from the lower-left to the upper-left. Observe that because
we have chosen the basis for the top of the diagram to be the standard basis €,

In this diagram,

the matrix representing that map is easy.

. 1 1
Repg ¢, (id) = (_] O)

The calculation for the entire path does indeed give a diagonal result (of course,
the lower-left to upper-left portion appears on the right side of the product of
the three matrices).

o=(4 ) o5 )
()65 56

Five.1l.2.8  (a) The members of the basis satisfy this.

0 1 by} b1
1 0)\ba) " " b,
so this is the resulting linear system.
by =x- by —xb; 4+ by =0
b1 =X~b2 — b]-szZO
(b) If x = 0 then b; = b, = 0, but the zero vector is not a member of any basis
so this case cannot happen.
The other case is x # 0.
—xb; + b2 =0 (1/Xﬂ+pz —xb; + b, =0
by —xb, =0 (—x+ (1/x))by =0
Focus on the bottom equation. Either b, =0 or —x + (1/x) = 0. If b; =0 then
substituting into the top equation gives by = 0 since x # 0 is the assumption
of this case. But the zero vector is not a member of any basis so this cannot

happen.
We are left with this. )
1 1— 1—x)(1
*—XZO = 0: X :( X)( +X)
X X X
If x =1 then the system is
—1-b1+b,=0

0=0
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and so basis vectors satisfy b, = by. If x = —1 then the system is
b;+by=0
0=0
and basis vectors satisfy by, = —b;. Therefore, this is an example of a suitable
basis.

()

(c) To get the diagonalization, draw the similarity diagram

RZ

wrt €3

2
wrt €3

o o

2 t 2
Rwrt B D Rwrt B

t
—>T R

where T is the matrix give in the problem statement.

0 1
T =
Calculate the matrix D using the basis B by moving from the lower left to the

upper left, to the upper right, and then to the lower right.
Observe that the matrix representing the lower left to upper left map is easy.

. 1 1
Repg ¢, (id) = (1 1)

With that, the calculation for the entire path does give a diagonal result.

o (1) (000 )
SEDEIE )6

Five.ll.2.9  (a) Setting up

-2 1 b1 _ b (=2—x)-by + b, =0
(0 2) (bz>_x'<b2> — (2—x)-by =0

gives the two possibilities that by = 0 and x = 2. Following the b, = 0 possibility
leads to the first equation (—2 — x)b; = 0 with the two cases that b; = 0 and
that x = —2. Thus, under this first possibility, we find x = —2 and the associated
vectors whose second component is zero, and whose first component is free.

08 0
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Following the other possibility leads to a first equation of —4b; + b, =0 and so
the vectors associated with this solution have a second component that is four
times their first component.

(2 ()= () #=()

The diagonalization is this.

)6 ()

(b) The calculations are like those in the prior part.

(5 4) <b1>_x.<b1> . B=xibis 4bp=0
0 1 bz bz (1—X)-b2=0
The bottom equation gives the two possibilities that b, = 0 and x = 1. Following
the b, = 0 possibility, and discarding the case where both b, and b; are zero,

gives that x = 5, associated with vectors whose second component is zero and
whose first component is free.

S 1

B1= <0>

The x = 1 possibility gives a first equation of 4b; +4b, = 0 and so the associated
vectors have a second component that is the negative of their first component.

()

We thus have this diagonalization.

—1
1 1 5 4\ (1 1 (5 0
0 —=1)\0 1/\0 —1 S \0 1
Five.1l.2.10  (a) In this similarity diagram

RZ

wrt €,

o

2 n 2
Rwrt B D Rwrt B

2

n
N Rwrt &€

we will try to calculate the matrix D and find a suitable basis B, by traversing
the lower-left to upper-left, to upper-right, and to lower-right path.

(b) The diagram shows that where B = (f1,2) we want n(f;) = Af; and
n(ﬁ 2)=2A; ﬁz. To determine Ay and A,, where the matrix N represents the map
with respect to the standard bases, we want to find solutions of this system.

(50 ()= (2)
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The equivalent linear system
Oby + 0b, =xb, —xbj =0
=
b; +0by =xb; by —xby, =0
By the first line, either x = 0 or by = 0. If x = 0 then the second equation
becomes by — 0 =0 so b; =0 and we get this solution set.

{<O>bz|bz€C}

1
We can take the initial member of the basis to be [?;1 = &5.

If x # 0 then the first equation of the linear system gives by = 0. The system’s
first line becomes 0 = 0 and its second line becomes —xb, = 0. Since this case
takes x # 0, we get b, = 0 and the set of solutions is trivial.

0
)
So what goes wrong is that we don’t get the basis required by Lemma 2.4.
Five.ll.2.11 For any integer p, we have this.
d; 0 Pooyab o
0o . = 0 .
dn dh
Five.ll.2.12 These two are not similar
00 1 0
00 0 1

because each is alone in its similarity class.

For the second half, these
2 0 30
0 3 0 2

are similar via the matrix that changes bases from (B1,(2) to (B2, f1). (Ques-
tion. Are two diagonal matrices similar if and only if their diagonal entries are

permutations of each others?)
Five.ll.2.13 Contrast these two.
20 20
b)) ()

The first is nonsingular, the second is singular.
Five.ll.2.14 To check that the inverse of a diagonal matrix is the diagonal matrix of

the inverses, just multiply.

aii 0 1 /a1 N 0

0 azp 0 1/az2,2

0n,n 1/an,n
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(Showing that it is a left inverse is just as easy.)
If a diagonal entry is zero then the diagonal matrix is singular; it has a zero
determinant.

Five.ll.2.15  (a) The check is easy.

—1
1 1 32y (3 3 3 3 1 1 (3 0
o —-1)\o 1/ \o —1 o —-1/\o —1) —\o 1
(b) It is a coincidence, in the sense that if T = PSP~ then T need not equal

P~'SP. Even in the case of a diagonal matrix D, the condition that D = PTP~!
does not imply that D equals P~' TP. The matrices from Example 2.2 show this.

12\ (4 =2\ (6 o0 6 o\ (1 2\ (-6 12

1T 1/\1 1) \5 —1 5 —1)J\1 1) \-6 1
Five.ll.2.16 The columns of the matrix are the vectors associated with the x’s. The
exact choice, and the order of the choice was arbitrary. We could, for instance, get

a different matrix by swapping the two columns.
Five.ll.2.17 Diagonalizing and then taking powers of the diagonal matrix shows that

k
=3 1 1T(-1 1 2. (4 -1
(4 2) "3 <4 4) 3 (4 1) '
Five.ll.2.18 Yes, ct is diagonalizable by the final theorem of this subsection.
No, t + s need not be diagonalizable. Intuitively, the problem arises when the

two maps diagonalize with respect to different bases (that is, when they are not
simultaneously diagonalizable). Specifically, these two are diagonalizable but their

sum is not:
1 1 -1 0
0 0 0 0

(the second is already diagonal; for the first, see Exercise 7). The sum is not
diagonalizable because its square is the zero matrix.

The same intuition suggests that t o s is not be diagonalizable. These two are
diagonalizable but their product is not:

10 0 1
bo) (9
(for the second, see Exercise 8).
Five.ll.2.19 If

then
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Fo )60

p cp+q) _ (ap aq
T cr+s br bs
The 1,1 entries show that a = 1 and the 1,2 entries then show that pc = 0. Since
¢ # 0 this means that p = 0. The 2,1 entries show that b = 1 and the 2,2 entries
then show that rc = 0. Since ¢ # 0 this means that r = 0. But if both p and r are
0 then P is not invertible.
Five.1l.2.20  (a) Using the formula for the inverse of a 2 x 2 matrix gives this.

0 e ()

B 1 ad +2bd —2ac —bc —ab —2b% +2a* + ab

~ad—bc \ cd+2d?2—2c> —cd —bc—2bd+ 2ac+ ad
Now pick scalars a, ..., d so that ad—bc # 0 and 2d*—2¢? = 0 and 2a?—2b? = 0.
For example, these will do.

SO T L) FE N G R

(b) As above,

() w8 )

_ 1 adx +bdy — acy —bcz —abx — by + a’y + abz
~ad—bc \ cdx+d?y —c?y—cdz —bcx —bdy+ acy + adz

we are looking for scalars a,...,d so that ad — bc # 0 and —abx — b?y + a’y +

abz = 0 and cdx + d?y — c?y — cdz = 0, no matter what values x, y, and z have.

For starters, we assume that y # 0, else the given matrix is already diagonal.
We shall use that assumption because if we (arbitrarily) let a = 1 then we get
—bx —b?y+y+bz=0
(—y)b? + (z—x)b+y =0
and the quadratic formula gives

(z—x) £ /(z—xZ —4(—y)(y)
2y y#0

(note that if x, y, and z are real then these two b’s are real as the discriminant is
positive). By the same token, if we (arbitrarily) let ¢ = 1 then
dx+d*y—y—dz=0
(Yd?>+(x—z)d—y=0

b=—



Answers to Ezercises 345

and we get here

—(x—2) £ /(x—2)2 —4y)(~y)
P y#0

(as above, if x,y,z € R then this discriminant is positive so a symmetric, real,

d=

2x 2 matrix is similar to a real diagonal matrix).
For a check we try x =1,y=2,z=1.

0+£+/0116 0++0+16
= =F A= =

4
Note that not all four choices (b, d) = (+1,+1),...,(—1,—1) satisfy ad—bc # 0.

b

Five.ll.3: Eigenvalues and Eigenvectors

Five.ll.3.22 We can permute the columns, by permuting the basis with which the

ENCE

10—-x =9
4 —2—x

representation is done.

Five.ll.3.23  (a) This

0= =(10—x)(—2—x) — (—36)

simplifies to the characteristic equation x*> — 8x + 16 = 0. Because the equation
factors into (x —4)? there is only one eigenvalue A; = 4.

(b)) 0=(1—-%x)3—%x)—8=x>—4x—5; A\ =5, A\, = —1

(€) X2 =21 =0; Ay = V21, A, = —V/21

(d) x2=0;A1 =0

() x> —2x+1=0; A\ =1

Five.ll.3.24  (a) The characteristic equation is (3 — x)(—1 —x) = 0. Its roots, the
eigenvalues, are A7 = 3 and A, = —1. For the eigenvectors we consider this

(o) 6= ()

For the eigenvector associated with A; = 3, we consider the resulting linear

equation.

system.
0O-by+ 0-by=0
8-b1+—4-b,=0
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The eigenspace is the set of vectors whose second component is twice the first
component.

by/2 30\ (b2/2) L (b2
() meer 0 5) (80 (3)

(Here, the parameter is b, only because that is the variable that is free in the
above system.) Hence, this is an eigenvector associated with the eigenvalue 3.

1
)
Finding an eigenvector associated with A; = —1 is similar. This system
4-514+0-b,=0
8-b1+0-by=0
leads to the set of vectors whose first component is zero.

(o) §5)0) ()

And so this is an eigenvector associated with A;.
0
1

=x?—3x+2=(x—-2)(x—1)

(b) The characteristic equation is
3—x 2

0= —1 —X

and so the eigenvalues are A; =2 and A, = 1. To find eigenvectors, consider this
system.
3—x%x):b1+2-b,=0
—1 -b] —X'bz =0
For Ay = 2 we get
1-b7+2-b,=0
—1-b1—-2-b,=0
leading to this eigenspace and eigenvector.

—2b, —2
BN

For A\; =1 the system is
2-b14+2-,=0
—1-b7—=1-b2=0

—b; —1
(@)mee ()

leading to this.
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Five.ll.3.25 The characteristic equation
—2—x -1

2
= = 1
0 5 ) X<+
has the complex roots A; =1 and A; = —i. This system
(—2—X)~b1— 1-b2=0

5~b1 (2—x)-b2:O

For A1 =1 Gauss’s Method gives this reduction.

(=2—1)-by — 1-b2=0 (=5/(=2=))p1+p2 (=2—=1) b1 —=1:b2=0
5b1—(2—-1)-b=0 0=0
(For the calculation in the lower right get a common denominator
5 . 5 —2—1i . 5—(-5)
i S e s b s

to see that it gives a 0 = 0 equation.) These are the resulting eigenspace and

{<W(_i_ i))bz> by e (1/(_12_n>
2

For A, = —1 the system

eigenvector.

(—2+l) -by — 1-b,=0 (75/(*2L>U)P1+Pz (—2+1) b1 —1-b=0
5:-b1—(2+1)-b2=0 0=0
leads to this.
1/(—=2+1))b 1/(—2+1
sz oo (124
b, 1
Five.ll.3.26 The characteristic equation is
T—x 1 1
0=| 0 —X 1 | =0—x)*(—x)
0 0 1T—x
and so the eigenvalues are Ay = 1 (this is a repeated root of the equation) and
A2 = 0. For the rest, consider this system.
(T—=x)-b1+ b2+t b3 =0
—x-by + b3 =0
(1 —X) -bz = 0
When x = A; =1 then the solution set is this eigenspace.
by

{1 0]IbyeC}
0
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When x = A; = 0 then the solution set is this eigenspace.

—b,
{| b2 | [b2eC}
0

So these are eigenvectors associated with A; =1 and A, = 0.
1 —1
0 1
0 0

Five.ll.3.27  (a) The characteristic equation is
3—x =2 0

0=|-2 3-x 0 [=x—11x*+35x—25=(x—1)(x—5)?
0 0 5—x
and so the eigenvalues are A7 = 1 and also the repeated eigenvalue A, =5. To
find eigenvectors, consider this system.
(3—x)-by — 2-by =0
—2-b1+(3—x%x)-by =0
(5 — X) : b3 0
For A1 =1 we get
2-b1—2-by =0
—2-b1+2-by =0
4-b3=0
leading to this eigenspace and eigenvector.
b2 1
{{b2]| [b2eC} 1
0 0
For A; =5 the system is
—2-b1—2-by =0
—2-b1—2-by =0
0-b3=0
leading to this.
—b, 0 —1 0
{l by +10 | ba,bs € C} 1 , 10
0 bs 0 1
(b) The characteristic equation is
—x 1 0
0=]0 —x 1 |==3+82—-17x+4=—1-(x—4)(x*>—dx+1)

4 =17 8—x
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and the eigenvalues are A; = 4 and (by using the quadratic equation) A, =2+ V3
and A3 = 2 —+/3. To find eigenvectors, consider this system.
—x-b1 + b, =0
—x-by + b3 =0
4.b7—17-b+(8—x%)-b3=0

Substituting x = Ay =4 gives the system

—4-by + b, =0 —4-bq + b, =0
—4.b,+ bz3=0 "X —4-by+ b3=0
4-by—17-by+4-b3=0 —16-b2+4-b3=0
dpatos —4-by + b, =0

’ —4-b, +b3=0

0=0

leading to this eigenspace and eigenvector.

(1/16) - b3 1
Va={]| (1/4)-b3 | | b2 € C} 4
bs 16

Substituting x = A, = 2 + /3 gives the system

(—2—V3) b1 + b2 =0

(—2—+3) by + b3 =0

4.b; — 17 b2+ (6 —3) - b3 =0
(—2—v3) b1 + b2 =0

(*4/(*27_\/)3))01+P3 (_2_\/3;) by + b3 =0

+(=9—4v3) - by + (6—v3) - b3 =0

(the middle coefficient in the third equation equals the number (—4/(—2— V3))—
17; find a common denominator of —2 — /3 and then rationalize the denominator
by multiplying the top and bottom of the fraction by —2 + \@)

(—2—+v3) b1 + b2 =0
((9+4\/§)/(i;\/§))92+93 (—2—V3) b2 +b3=0
0=0

which leads to this eigenspace and eigenvector.

(1/(2++3)?) - b3 (1/(2++3)%)
Vo, ss={| 1/(2++v3))-bs | [ b3 €C} (1/(2++3))
bs 1
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Finally, substituting x = A3 = 2 — /3 gives the system

(=2+V3) b1 + b, =0
(—2++3) by + b3 =0
4.by — 17 b2+ (64+v3) - b3 =0
aszinpes 2TV DI b2 =0
- (—2++V3) by + b3 =0
(—9+4v3) - b2+ (6+V3) - b3 =0
(—2++3)-b; + b =0
((9—4\/§)/(—_2-|>-\/§))92+93 (—243) by +bs=0
0=0
which gives this eigenspace and eigenvector.
(1/(=24+3)?) - b3 (1/(=2++v3)%)
Vs ={| (1/(2=V3))-bs |IbseC} (1/(2—V3))
b3 1

Five.ll.3.28  (a) The characteristic polynomial factors as x> —20x+75 = (x—5)(x—15),
so the eigenvalues are A\; =5 and A; = 15. These are the associated eigenspaces.

V5:{k(;> |k e C} V15:{k<12> |k e C})

For each eigenvalue, both the algebraic and geometric multiplicities are 1.
(b) The characteristic polynomial x> — 6x? + 32 factors into (x + 2)(x —4)2. The
eigenvectors are Ay = —2 and A, = 4. Here are the associated eigenspaces.

1 1 1

Vo={k|1]]1keC} Va={ki|1]|+ka| O | kq,k2 € C}

2 0 —1
For A1 = —2 the algebraic and geometric multiplicities are both 1. For A; =4
the algebraic and geometric multiplicities are both 2.
(c) The characteristic polynomial x> — 5x* + 8x — 4 factors into (x — 1)(x — 2)2.
The eigenvalues are Ay = 1 and A\, = 2. Here are the associated eigenspaces.

—6 1
Vi={k] 3 |lkeC} Vo,={k|0]|keC}
1 0

For A7 =1 the algebraic and geometric multiplicities are both 1. For A; = 2 the
algebraic multiplicity is 2 but the geometric multiplicity is 1.
Five.l.3.29 With respect to the natural basis B = (1,x,x?) the matrix representation
is this.

R‘epB,B(t) == 0 —] —8
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Thus the characteristic equation
5—x 6 2
0= 0 —-1-x -8 =5—x)(-1—%x)(-2—%x)—48—2-(—1—x)
1 0 —2—x
is 0 = —x3 +2x2 +15x—36 = —1-(x+4)(x—3)%. To find the associated eigenvectors,

consider this system.

(5—x)-by + 6b, + 2b3 =0
(—1—x) by — 8bs =0
b] +(—2—X)~b3:0

Plugging in Ay = —4 for x gives
9b7 + 6by +2b3 =0

3by —8bs—0 ~(V2%res  (2/7egres Ty 6b2+2b5 =0
b +2b3 =0 3bs —8b3 =0
Here is the eigenspace and an eigenvector.
2-b3 2
Vg ={[(8/3)-b3 ]| |bseC} 8/3
b3 1

Similarly, plugging in x = A, = 3 gives
2bi1+ 6-by+2-b3=0

4 by 8. by=0 (/2Rites —(3/4pztes 2bi4+ 6:b2+2-b3=0

—4.b,—8-b3=0

[oF —5-b3=0
with this eigenspace and eigenvector.
5-b3 5
V3={ —2-b3 |b3€(C} -2
b3 1
. 0 0 2 3 -1 0 -2 1
Five.l1.3.30 )\—1,<O ]> and (1 O)’)\__Z’(] 0),)\——1,<1 O)

Five.l.3.31 Fix the natural basis B = (1,x,x?,x>). The map’s action is 1+ 0, x > 1,
x? — 2x, and x> — 3x? and its representation is easy to compute.

01 00
0 0 20
T=Repys(d/dx) = |, o o 5
00 00/;,
We find the eigenvalues with this computation.
—x 1 0 0
0=IT—xI = x 2 g =x*

o o o
o
[
®
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Thus the map has the single eigenvalue A = 0. To find the associated eigenvectors,
we solve

01 00 by b1
0 0 2 0 by b,
=0- b, =0,b3=0,bs=0
000 3 bs bs 7 TR TN
OOOOB,Bb4B bs/ .
to get this eigenspace.
by
0
{ 0 |b]EC}Z{b1+O-X+O~X2+0-X3|b1E(C}Z{b]|b1€@}
0/)%

Five.ll.3.32 The determinant of the triangular matrix T — xI is the product down the
diagonal, and so it factors into the product of the terms t; ; — x.

Five.ll.3.33  (a) Computing the eigenvalues gives Ay = 3, A, =0, and A3 = —4. Thus
the diagonalization of the matrix is this.

30 0
0 0 0
0 0 —4
(b) Get an eigenvector associated with each eigenvalue, and use them to make a

basis.
For A1 = 3 we solve this system.

1-3 2 1 X 0
6 —1-3 0 yl=1o
1 2 —1-3) \z 0
Gauss’s Method suffices.
2 2 1o 22 1]o0
6 —4 0|0 Seitex B/2etes g 5 30
1 —2 —4|o) “U/Heres 0 0 0]0

Parametrizing gives the solution space.
—1
S1={]|-3/2] -z|lzeC}
1
This is the A, = 0 system.

1T 2 1 X
6 —1 0 y| =
-1 -2 - z

o O O
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Gauss’s Method

1 2 1o 1 2 1o
6 —1 0 o] % o —13 60
P1+pP3
1 =2 10 o o0 o]0

followed by parametrizing gives the solution space.
—1/13

S, ={|—-6/13] -z|z€ C}
1

The A3 = —4 system works the same way.
1—(—4) 2 1 X 0
6 —1—(—4) 0 yl=10
—1 -2 —1—(—4) z 0

Gauss’s Method

5 2 1]0 e s 5 2 1 o

6 3 00 *i /BEQ“’Z (8/3)e3es g 35 _g/5 | 0

1 —2 3|o) U/Ferres o 0 o0 |o
and parametrizing gives this.

—1
S3={]| 2 |-z|zeC}
1

Thus the matrix will have that diagonal form when it represents of the same
transformation but with respect to D, D for this D.

1 —1/13\ (-1
D=(|-32|,|-6/13],] 2
1 1 1

(c) Call the matrix T. Taking the domain and codomain spaces as R, and taking
the matrix to be T = Repe, ¢, (t) gives this diagram.

3
wrt £3

R3

wrt £3

o o

3 t 3
Rwrt B D Rwrt B

t
— R
T

Reading off the diagram we have D = P~ 'MP where P = Repg, p(id). To
represent each vector in B with respect to E3 is easy because with respect to the
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standard basis each vector represents itself.

1 1 113 ~1/13
Repg, (| =3/2|) =] -3/2 Repg, (| —6/13|) = | —6/13
1 1 1 1

Repe, (| 2 )= 2

Thus the matrix just concatenates the three basis vectors.

-1 =113 -1 —16/21 —=2/7 —4/21
P=|-3/2 —-6/13 2 andso P~ | 13/12 0 13/12
1 1 1 —9/28 2/7  3/28
Five.ll.3.34 Just expand the determinant of T — xI.
a=x ¢ =(a—x)(d—x)—bc=x*+(—a—d)-x+ (ad — bc)
b d—x

Five.ll.3.35 Any two representations of that transformation are similar, and similar
matrices have the same characteristic polynomial.

Five.ll.3.36 It is not true. All of the eigenvalues of this matrix are 0.

0 1
o
Five.ll.3.37  (a) Use A =1 and the identity map.
(b) Yes, use the transformation that multiplies all vectors by the scalar A.
Five.l.3.38 If t(¥) = A - ¥ then v ~— 0 under the map t — A - id.
Five.ll.3.39 The characteristic equation

a—x b

O:
c d—x

=(a—x)(d—x)—Dbc

simplifies to x> + (—a — d) - x + (ad — bc). Checking that the values x = a + b and
x = a — c satisfy the equation (under the a + b = ¢ + d condition) is routine.
Five.ll.3.40 Consider an eigenspace V). Any w € V), is the image w = A - V of some
V € Vi (namely, v = (1/A) - w). Thus, on V, (which is a nontrivial subspace) the
action of t~! is t~' (W) =V = (1/A) - W, and so 1/A is an eigenvalue of t—'.
Five.ll.3.41  (a) We have (cT+ dl)Vv=cTV+dlVv=cAW+dv = (cA+d) - V.
(b) Suppose that S = PTP~' is diagonal. Then P(cT + dI)P~' = P(cT)P~' +
P(dI)P~" = cPTP~' 4+ dI = ¢S + dI is also diagonal.
Five.ll.3.42 The scalar A is an eigenvalue if and only if the transformation t — Aid is
singular. A transformation is singular if and only if it is not an isomorphism (that
is, a transformation is an isomorphism if and only if it is nonsingular).
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Five.ll.3.43  (a) Where the eigenvalue A is associated with the eigenvector X then
AKX = A-.. AX = AKTTAX = AARTTX = ... = AR, (The full details require
induction on k.)

(b) The eigenvector associated with A might not be an eigenvector associated with

L.

Five.ll.3.44 No. These are two same-sized, equal rank, matrices with different eigen-

values.
1 0 1 0
0 1 0 2

Five.ll.3.45 The characteristic polynomial has an odd power and so has at least one
real root.

Five.ll.3.46 The characteristic polynomial x> 4+ 5x% 4 6x has distinct roots A; = 0,

A2 = —2, and A3 = —3. Thus the matrix can be diagonalized into this form.
0o 0 0
0 -2 0
0o 0 -3

Five.ll.3.47 We must show that it is one-to-one and onto, and that it respects the
operations of matrix addition and scalar multiplication.

To show that it is one-to-one, suppose that tp(T) = tp(S), that is, suppose that
PTP~! = PSP, and note that multiplying both sides on the left by P~ and on
the right by P gives that T = S. To show that it is onto, consider S € M, «,, and
observe that S = tp(P~'SP).

The map tp preserves matrix addition since tp(T +S) = P(T + S)P~! =
(PT 4+ PS)P~! = PTP~! + PSP~ = tp(T + S) follows from properties of matrix
multiplication and addition that we have seen. Scalar multiplication is simi-
lar: tp(cT) =P(c-T)P~ ' =c- (PTP~ ) =c - tp(T).

Five.ll.3.48 This s how the answer was given in the cited source. If the argument
of the characteristic function of A is set equal to ¢, adding the first (n — 1) rows
(columns) to the nth row (column) yields a determinant whose nth row (column)
is zero. Thus c is a characteristic root of A.
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Section lll: Nilpotence

Five.lll.1: Self-Composition

Five.lll.1.9 For the zero transformation, no matter what the space, the chain of range
spacesis V 5 {0} ={0} = - -- and the chain of null spacesis {0} C V=V =--.. For
the identity transformation the chains are V=V =V = ... and {0} ={0}="---.

Five.lll.1.10  (a) Iterating to twice a + bx +cx? ~— b + cx? > cx? gives

tZ
a+ bx +cx? =% ex?

and any higher iterate is the same map. Thus, while £ (to) is the space of
quadratic polynomials with no linear term {p +x? | p,r € C}, and Z(t3) is
the space of purely-quadratic polynomials {rx? | € C}, this is where the chain
stabilizes Zoo(to) = {rx? |1 € C).

As for null spaces, .4 (to) is the space of purely-linear quadratic polynomials
{gx|q € C}, and #(t3) is the space of linear polynomials {p + qx |p,q € C}.
This is the end: A5, (to) = JV(t(z)).

(b) The second power
) (9) ey (O
b a 0

is the zero map. Consequently, the chain of range spaces

RZD{@WGC}D{G}:m

and the chain of null spaces

{6}c{<g> lgeC}CR2 =

each has length two. The generalized range space is the trivial subspace and the
generalized null space is the entire space.
(c) Iterates of this map cycle around

a+ bx 4 cx? ri)b—i—cx—i—axz 2y ¢ + ax + bx? 2y a+bx+cx? -
and the chains of range spaces and null spaces are trivial.
Pr=Py="--- {0}={0)="--
Thus, obviously, generalized spaces are %o (t2) = P> and A5 (t2) ={0}.
(d) We have

o
o
o)
o

bl—=|a|l—=]a]l—=]al|]—- -

IS}
(on
o
o
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and so the chain of range spaces

P p
REo{|p|IpreCio{|p]|lpeCli=---
T P
and the chain of null spaces

0 0
{G}C{ 0llreC}c{]|q]|lqreC}=---

T T

each has length two. The generalized spaces are the final ones shown above in
each chain.

Five.lll.1.11 Each maps x — t(t(t(x))).

Five.lll.1.12 Recall that if W is a subspace of V then we can enlarge any basis By, for
W to make a basis By for V. From this the first sentence is immediate. The second
sentence is also not hard: W is the span of By and if W is a proper subspace then
V is not the span of By, and so By must have at least one vector more than does

Bw.

Five.lll.1.13 It is both ‘if’ and ‘only if’. A linear map is nonsingular if and only if it
preserves dimension, that is, if the dimension of its range equals the dimension of its
domain. With a transformation t: V — V that means that the map is nonsingular
if and only if it is onto: Z(t) =V (and thus Z(t?) =V, etc).

Five.lll.1.14 The null spaces form chains because because if v € .4/ (t}) then t/ (V) = 0
and 1 (V) = t(t/(¥) ) = t(0) = 0 and so ¥ € A (V).

Now, the “further” property for null spaces follows from that fact that it holds

for range spaces, along with the prior exercise. Because the dimension of Z(t/)

plus the dimension of .4 (t}) equals the dimension n of the starting space V, when

the dimensions of the range spaces stop decreasing, so do the dimensions of the

null spaces. The prior exercise shows that from this point k on, the containments
in the chain are not proper —the null spaces are equal.

Five.lll.1.15 (Many examples are correct but here is one.) An example is the shift
operator on triples of reals (x,y,z) — (0,x,y). The null space is all triples that
start with two zeros. The map stabilizes after three iterations.

Five.lll.1.16 The differentiation operator d/dx: P; — P; has the same range space as
null space. For an example of where they are disjoint —except for the zero vector —
consider an identity map, or any nonsingular map.
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Five.lll.2: Strings

Five.l11.2.20 Three. It is at least three because ¢2((1,1,1)) = (0,0,1) # 0. It is at
most three because (x,y,z) — (0,%,y) — (0,0,x) — (0,0,0).

Five.lll.2.21  (a) The domain has dimension four. The map’s action is that any vector
in the space ¢ ~§1 +cz- Ez—i—Cg . €3+C4'[§4 goes to ¢4 ~[§z+cz ~5+03 . €4+C4 0=
cr- 63 +c3- 54. The first application of the map sends two basis vectors 62 and
54 to zero, and therefore the null space has dimension two and the range space
has dimension two. With a second application, all four basis vectors go to zero
and so the null space of the second power has dimension four while the range
space of the second power has dimension zero. Thus the index of nilpotency is
two. This is the canonical form.

00 0 O
1.0 00
0 00O
0010

(b) The dimension of the domain of this map is six. For the first power the
dimension of the null space is four and the dimension of the range space is two.
For the second power the dimension of the null space is five and the dimension
of the range space is one. Then the third iteration results in a null space of
dimension six and a range space of dimension zero. The index of nilpotency is
three, and this is the canonical form.

000000
1.0 0 0 00
0100 00
000000
000000
000000

(c) The dimension of the domain is three, and the index of nilpotency is three.
The first power’s null space has dimension one and its range space has dimension
two. The second power’s null space has dimension two and its range space has
dimension one. Finally, the third power’s null space has dimension three and its
range space has dimension zero. Here is the canonical form matrix.

0 00
1.0 0
010

Five.lll.2.22 By Lemma 1.4 the nullity has grown as large as possible by the n-th
iteration where n is the dimension of the domain. Thus, for the 2 x 2 matrices, we
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need only check whether the square is the zero matrix. For the 3 x3 matrices, we
need only check the cube.

(a) Yes, this matrix is nilpotent because its square is the zero matrix.

(b) No, the square is not the zero matrix.

TR

(c) Yes, the cube is the zero matrix. In fact, the square is zero.
(d) No, the third power is not the zero matrix.

3

1T 1 4 206 86 304
30 —1| =2 8 26
5 2 7 438 180 634

(e) Yes, the cube of this matrix is the zero matrix.

Another way to see that the second and fourth matrices are not nilpotent is to note
that they are nonsingular.

Five.lll.2.23 The table of calculations

P NP N (NP)
01 1 0 1 T
00 1 11 u

1 00000 {|l—u—v]|InuveC}
00000 u
00000 v
00 1 1 1 T
0000 0 s

21 loo0oo0o0 o0 {|u-v|InswyveC}
0000 0 u
0000 0 v

2 —zero matriz— (o

gives these requirements of the string basis: three basis vectors map directly to zero,
one more basis vector maps to zero by a second application, and the final basis
vector maps to zero by a third application. Thus, the string basis has this form.

@1 — 63 — B3 0

g — 0O

65 — 6
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From that the canonical form is immediate.

Five.lll.2.24

corresponding to the length three string and the length two string in the basis.
(b) Assume that N is the representation of the underlying map with respect to
the standard basis. Let B be the basis to which we will change. By the similarity
diagram

2

wrt €3 wrt €3

ile idJ/P

2 n 2
ert B (Cw'rt B

we have that the canonical form matrix is PNP~! where

C2 -, C
N

10000
01010
P~' =Repge. (id)=|1 0 1 0 0
00 1 11
000 01
and P is the inverse of that.
1.0 0 0 O
-1 1 1 =1 1
P=Repg, g(id) =P ") '=|-1 0 1 0 0
1T 0 -1 1 -1
00 0 0 1

(c) The calculation to check this is routine.

Five.lll.2.25  (a) The calculation
P NP A (NP)

: (1/2 1/2) {<u>u€(c}
12 12 u

2 | —zero matriz— C?
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shows that any map represented by the matrix must act on the string basis in
this way
61 = ﬁz 0

because the null space after one application has dimension one and exactly one
basis vector, ﬁz, maps to zero. Therefore, this representation with respect to
<[§ 1, 62) is the canonical form.

00

1 0

(b) The calculation here is similar to the prior one.

P NP A (NP)
0 0 0 u

1 0 -1 1 {{v]IluyveC}
0 —1 1 v

2 | —zero matriz— Cc3

The table shows that the string basis is of the form

f§1 — fgz 0

Bg — 0
because the null space after one application of the map has dimension two— [§ 2
and [§3 are both sent to zero—and one more iteration results in the additional

vector going to zero.
(c) The calculation

P NP N (NP)
-1 1 =1 u
1 1 0 1 {1 o|lueC}
1T =1 1 —u
1T 0 1 u
2 0 0 0 {{ v |ly,wveC}
-1 0 -1 —u
3 | -zero matriz- c3
shows that any map represented by this basis must act on a string basis in this

way.
B1 = P2 = P3—0

Therefore, this is the canonical form.

o = O
— O O
o O O
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Five.lll.2.26 A couple of examples

FYE-C0 |

suggest that left multiplication by a block of subdiagonal ones shifts the rows of a
matrix downward. Distinct blocks

— O O
o O O

a b c 0 0 0
d e fl=|a b ¢
g h i d e f

0 000 a b c d 0 0 0 0
1.0 00 e f g h|] Ja b c d
00 00 i j k 1| o 0 0 0
0010 m n o p i k1

act to shift down distinct parts of the matrix.
Right multiplication does an analogous thing to columns. See Exercise 20.
Five.lll.2.27 Yes. Generalize the last sentence in Example 2.10. As to the index, that
same last sentence shows that the index of the new matrix is less than or equal to
the index of N, and reversing the roles of the two matrices gives inequality in the
other direction.

Another answer to this question is to show that a matrix is nilpotent if and only
if any associated map is nilpotent, and with the same index. Then, because similar
matrices represent the same map, the conclusion follows. This is Exercise 33 below.

Five.lll.2.28 Observe that a canonical form nilpotent matrix has only zero eigenvalues;
e.g., the determinant of this lower-triangular matrix

—-x 0 0
1 —x 0
0 1 —x

is (—x)3, the only root of which is zero. But similar matrices have the same
eigenvalues and every nilpotent matrix is similar to one in canonical form.

Another way to see this is to observe that a nilpotent matrix sends all vectors
to zero after some number of iterations, but that conflicts with an action on an
eigenspace V — AV unless A is zero.

Five.lll.2.29 No, by Lemma 1.4 for a map on a two-dimensional space, the nullity has
grown as large as possible by the second iteration.
Five.lll.2.30 The index of nilpotency of a transformation can be zero only when the
vector starting the string must be 6, that is, only when V is a trivial space.
Five.lll.2.31  (a) Any member w of the span is a linear combination w = c¢g -
V+4cr-t(¥) + - +cx_q -t (V). But then, by the linearity of the map,
t(W) =co - t(¥) +c1 - t2(F) 4+ + cx_a - t* 1 (¥) + ¢ - 0 is also in the span.
(b) The operation in the prior item, when iterated k times, will result in a linear
combination of zeros.
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() Ifv = 0 then the set is empty and so is linearly independent by definition.
Otherwise write ¢;V + - - - + cx_1t* 1 (¥) = 0 and apply t* ' to both sides. The
right side gives 0 while the left side gives ¢;t* ' (¥); conclude that c¢; = 0.
Continue in this way by applying t*~2 to both sides, etc.

(d) Of course, t acts on the span by acting on this basis as a single, k-long, t-string.

000 0 ... 00
1.0 0 O 00
010 0 00
001 0 0 0
000 O 10

Five.l11.2.32 We must check that BU C U {¥1,... ,Vj } is linearly independent where
B is a t-string basis for #(t), where C is a basis for .#(t), and where t(¥;) =
[51 yooo ,t(ﬁi) = Bi~ Write

0= c1,—1Vi +C1,of§1 +Cl,1t(61 )+- "+C],h1th1 (B1) +c2,1V2 +"’+Cj,hithi([§i)

and apply t.

0=cy,1B1+crot(Br1)+-+cin-1t""(B1)+cin,0
tea 12+ i1t (BL) +cin0
Conclude that the coefficients ¢ _1,...,¢1,n,—1,€2,—1,...,Ci,h,—1 are all zero as

B U C is a basis. Substitute back into the first displayed equation to conclude that
the remaining coefficients are zero also.

Five.lll.2.33 For any basis B, a transformation n is nilpotent if and only if N =
RepB’B(n) is a nilpotent matrix. This is because only the zero matrix represents
the zero map and so 1 is the zero map if and only if NJ is the zero matrix.

Five.lll.2.34 It can be of any size greater than or equal to one. To have a transforma-
tion that is nilpotent of index four, whose cube has range space of dimension k,
take a vector space, a basis for that space, and a transformation that acts on that
basis in this way.

w

4
8

R R
R R
N

fo2)
oy o

—
—

R R

}_>
H

TR

— —
— —

~N

—

Bax—3 =  Pax—2 = Pax—1 = Pax = 0

—possibly other, shorter, strings—



364 Linear Algebra, by Hefferon
So the dimension of the range space of T3 can be as large as desired. The smallest

that it can be is one—there must be at least one string or else the map’s index of
nilpotency would not be four.

Five.lll.2.35 These two have only zero for eigenvalues

b)) )

but are not similar (they have different canonical representatives, namely, them-
selves).

Five.lll.2.36 It is onto by Lemma 1.4. It need not be the identity: consider this map

t: R? — R2.
) (Y
y X

For that map Z.(t) = R?, and t is not the identity.

Five.lll.2.37 A simple reordering of the string basis will do. For instance, a map that
is associated with this string basis

61H62H6

is represented with respect to B = <[§ 1, Ez> by this matrix

09

but is represented with respect to B = (3, §1) in this way.

o

Five.lll.2.38 Let t: V — V be the transformation. If rank(t) = nullity(t) then the
equation rank(t) + nullity(t) = dim(V) shows that dim(V) is even.

Five.lll.2.39 For the matrices to be nilpotent they must be square. For them to
commute they must be the same size. Thus their product and sum are defined.
Call the matrices A and B. To see that AB is nilpotent, multiply (AB)? =
ABAB = AABB = A%B?, and (AB)3 = A3B3, etc., and, as A is nilpotent, that
product is eventually zero.

The sum is similar; use the Binomial Theorem.
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Section 1V: Jordan Form

Five.IV.1: Polynomials of Maps and Matrices

Five.lV.1.13 The Cayley-Hamilton Theorem Theorem 1.8 says that the minimal
polynomial must contain the same linear factors as the characteristic polynomial,
although possibly of lower degree but not of zero degree.

(a) The possibilities are m1(x) =x — 3, ma(x) = (x —3)%, m3(x) = (x — 3)3, and
m4(x) = (x — 3)*. The first is a degree one polynomial, the second is degree two,
the third is degree three, and the fourth is degree four.

(b) The possibilities are m;(x) = (x + 1)(x —4), ma(x) = (x + 1)2(x — 4), and
mz(x) = (x+1)3(x—4). The first is a quadratic polynomial, that is, it has degree
two. The second has degree three, and the third has degree four.

(c) Wehave m;(x) = (x—2)(x—5), ma(x) = (x—2)?(x—5), m3(x) = (x—2)(x—5)?,
and my4(x) = (x — 2)%(x — 5)?. They are polynomials of degree two, three, three,
and four.

(d) The possibilities are m; (x) = (x+3)(x—1)(x—2), ma(x) = (x+3)2(x—1)(x—2),
mz(x) = (x+3)(x—1)(x —2)2, and m4(x) = (x +3)%(x —1)(x —2)2. The degree
of m; is three, the degree of m; is four, the degree of mj is four, and the degree
of my is five.

Five.lV.1.14 The characteristic polynomial

—-x 1 0 1

1 x 1 0

T=xll=1y 1 i
1 0 1 —x

is x2(x? —4).

By the Caley-Hamilton Theorem, all of the distinct roots of the characteristic
polynomial are also roots of the minimal polynomial so the minimal polynomial has
roots 0, 2, and —2. Thus the minimal polynomial is either x(x? —4) or x%(x? —4).

One way to find the minimal polynomial is to try the matrix in the two
expressions until we find the zero matrix.

010 1\/-2 0 1 0 00 00
T o1 o0llo0o =2 0o 2 00 00
T(T? —41) = —
T =10 1 0 1 2 0 -2 0 00 00
1010 o 2 0 =2 0000

So the minimal polynomial is x(x? —4).
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Five.lV.1.15 Its characteristic polynomial has complex roots.

—x 1 0
1 3. 1 3.
0 —x 1| =0-x -2+ By - (- By
2 2 2 2
1 0 —x
As the roots are distinct, the characteristic polynomial equals the minimal polyno-
mial.
Five.IV.1.16 In each case we will use the method of Example 1.12.
(a) Because T is triangular, T — xI is also triangular

3—x O 0

T—xI= 1 3—x 0
0 0 4—x
the characteristic polynomial is easy c(x) = [T —xI| = (3 —x)?(4 —x) = —1-

(x —3)%(x —4). There are only two possibilities for the minimal polynomial,
mi(x) = (x—3)(x—4) and m,(x) = (x—3)%(x—4). (Note that the characteristic
polynomial has a negative sign but the minimal polynomial does not since it
must have a leading coefficient of one). Because m;(T) is not the zero matrix

00 0\ /-1 0 0 0 0 0
(T-30)(T—4)=|1 0 o[ 1 =1 ofl=[-1 0 0
0 0 1 0 0 0 0 0 0

the minimal polynomial is m(x) = m,(x).

(
)

(T—3D*(T—41) = (T30 - ((T—30)(T —41D)
00 0\[/0 00 000
=1 0 o0|[-1T 0o0l=]000
00 1/)\0 00 000

(b) As in the prior item, the fact that the matrix is triangular makes computation
of the characteristic polynomial easy.
3—x 0 0
cx)=T—xIl=] 1 3—x 0 |=3—-x3=-1-(x—3)?
0 0 3—x
There are three possibilities for the minimal polynomial m;(x) = (x—3), ma(x) =
(x —3)?, and m3(x) = (x — 3)3. We settle the question by computing m; (T)

00 0
T-3I=|1 0 0
00 0
and m;(T).
0 0 0\ /0 0 O 00 0
(T=3D%2=1|1 0 o1 0 ol=]0 0 O
0 0 0/\o 0 0 0 0 0
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Because m;(T) is the zero matrix, m,(x) is the minimal polynomial.
(c) Again, the matrix is triangular.

3—x 0 0
0 1 3—x
Again, there are three possibilities for the minimal polynomial m;(x) = (x — 3),
ma(x) = (x —3)2, and m3(x) = (x — 3)3. We compute m; (T)

00 0
T—31=|1 0 0
010
and my(T)
00 0\ /0 00O 00 0
(T=30%2=1]1 0 o|]1 0 o]=[0 0 0
o1 0/\o 10 1 00
and m3(T).
00 0\ /0 00 000
(T=31° =(T-3D*(T=30)=[0 0 of[1 0 ofl=]0 0 O
100/ \o 1 0 00 0

Therefore, the minimal polynomial is m(x) = m3(x) = (x — 3)3.
(d) This case is also triangular, here upper triangular.
2—x 0 1
cx)=T—xIl=| 0 6-x 2 [=2—x)?*6—x)=—(x—2)*(x—6)
0 0 2—x
There are two possibilities for the minimal polynomial, m;(x) = (x — 2)(x — 6)
and m;(x) = (x — 2)?(x — 6). Computation shows that the minimal polynomial

isn’t mq(x).
0 0 1 —4 0 1 0 0 -4
(T-2)(T—6l)=]0 4 2 0O 0 21|=]0 0 0
0 00 0 0 —4 00 0

It therefore must be that m(x) = m;(x) = (x —2)%(x — 6). Here is a verification.

(T—2D*(T—6I) = (T—21) - ((T—2I)(T —61))

0 0 1 0 0 —4 0 0 0
=10 4 2 00 O0]=1]0 00
0 00 00 0 0 0 0
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(e) The characteristic polynomial is

2—x 2 1
cx)=T—xIl=| 0 6—x 2 |=2=%x)2%6-—x)=—(x—2)*(x—6)
0 0 2—x

and there are two possibilities for the minimal polynomial, m(x) = (x —2)(x—6)
and m,(x) = (x — 2)%?(x — 6). Checking the first one

0 21 —4 2 1 0 00
(T-2)(T—6l)=]0 4 2 0 0 2 |=]0 00
0 00 0 0 —4 0 00

shows that the minimal polynomial is m(x) = m;(x) = (x — 2)(x — 6).
(f) The characteristic polynomial is this.

—1—x 4 0 0 0
0 3—x 0 0 0

cx)=T—xIl=| 0 -4 —1-x 0 0 |=(x—3)3x+1)?
3 -9 -4 2—x -1
1 5 4 1T 4—x

Here are the possibilities for the minimal polynomial, listed here by ascending
degree: my(x) = (x—3)(x+1), mi(x) = (x—=3)2(x+1), my(x) = (x—3)(x+1)2,
mi(x) = (x=3)3(x+1), m(x) = (x—3)2(x+1)?, and m; (x) = (x—3)3(x+1)2.
The first one doesn’t pan out

4 4 0 0 O0\/0 4 0 0 O
o 0 0 o0 of|flo 4 o o o
(T-3D(T+1) =0 —4 —4 0 o]0 =4 0 0 o0
3 -9 4 -1 1|3 -9 -4 3 —1
1 5 4 1 1 1 5 4 1 5
0 0 0 0 0
0 0 0 0 O
=lo 0 0 0 O
4 4 0 —4 —4
4 4 0 4 4
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but the second one does.

(T—3DA(T+11) = (T-3D)((T-30)(T+ 1))

—4 4 0 0 0 0 0 0 0 0
o 0 0 0 0 0 0 0 0 0
=10 -4 —4 0 0 0 0 0 0 0
3 =9 —4 -1 —1||-4 —4 0 —4 —4
1T 5 4 1 1 4 4 0 4 4
00000

00000
=10 0 0 0 0

00 000

00000

The minimal polynomial is m(x) = (x — 3)2(x + 1).

Five.lV.1.17 We know that P, is a dimension n + 1 space and that the differen-
tiation operator is nilpotent of index n + 1 (for instance, taking n = 3, P; =
{esx® 4+ cox? +c1x+co | €3y...,c0 € C} and the fourth derivative of a cubic is the
zero polynomial). Represent this operator using the canonical form for nilpotent

transformations.

00 0 ... 0

10 0 0

01 0

00 O 1 0
Thisis an (n+ 1) x (n + 1) matrix with an easy characteristic polynomial, c(x) =
x" 1. (Remark: this matrix is Repg p(d/dx) where B = M n(n —
1)x™2,.. .,n!).) To find the minimal polynomial as in Example 1.12 we consider
the powers of T—0I = T. But, of course, the first power of T that is the zero matrix

is the power n 4 1. So the minimal polynomial is also x™*'.

Five.lV.1.18 Call the matrix T and suppose that it is nxn. Because T is triangular,
and so T — xI is triangular, the characteristic polynomial is c¢(x) = (x —A)™. To see
that the minimal polynomial is the same, consider T — Al

00 0 ... 0
10 0 ... 0
01 0
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Recognize it as the canonical form for a transformation that is nilpotent of degree n;
the power (T — AI)) is zero first when j is n.

Five.lV.1.19 Then = 3 case provides a hint. A natural basis for P3 is B = (1,x,x?,%x3).
The action of the transformation is

Tl xox+1 X2 4+2x+1 B x3+3x%2+3x+1

and so the representation Repg g(t) is this upper triangular matrix.

T 1 11
01 23
00 1 3
0 0 0 1

Because it is triangular, the fact that the characteristic polynomial is c(x) = (x —1)*
is clear. For the minimal polynomial, the candidates are m;(x) = (x — 1),

01 11
00 2 3
1=
T 000 3
0000
my(x) = (x—1)%,
00 2 6
000 6
_2:
(T=1D 0000
000 0
ms(x) = (x —1)3,
000 6
000 0
113 =
(T=1D 0000
000 0

and my(x) = (x — 1)*. Because m;, m,, and m3 are not right, m4 must be right,
as is easily verified.

In the case of a general n, the representation is an upper triangular matrix with
ones on the diagonal. Thus the characteristic polynomial is ¢(x) = (x — 1)™*'. One
way to verify that the minimal polynomial equals the characteristic polynomial is
argue something like this: say that an upper triangular matrix is O-upper triangular
if there are nonzero entries on the diagonal, that it is T-upper triangular if the
diagonal contains only zeroes and there are nonzero entries just above the diagonal,
etc. As the above example illustrates, an induction argument will show that, where
T has only nonnegative entries, T’ is j-upper triangular.
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Five.IV.1.20 The map twice is the same as the map once: 7o 7 = m, that is, 7> =7
and so the minimal polynomial is of degree at most two since m(x) = x?
do. The fact that no linear polynomial will do follows from applying the maps on
the left and right side of ¢y - t+ co - id = z (where z is the zero map) to these two
vectors.

—x will

0 1
0 0
1 0

Thus the minimal polynomial is m.

Five.lV.1.21 This is one answer.

o = O
o O O
S O O

Five.lV.1.22 The x must be a scalar, not a matrix.

Five.lV.1.23 The characteristic polynomial of

(22

s (a—x)(d—x)—bc=x?—(a+d)x+ (ad — bc). Substitute

2
a b a b 1 0
— d d—>b
_(a*+bc ab+bd) (a*+ad ab+bd L [ed—be 0
~ \ac+cd be+d? ac+cd ad+d? 0 ad —be
and just check each entry sum to see that the result is the zero matrix.

Five.lV.1.24 By the Cayley-Hamilton theorem the degree of the minimal polynomial
is less than or equal to the degree of the characteristic polynomial, n. Example 1.6
shows that n can happen.

Five.lV.1.25 Let the linear transformation be t: V — V. If t is nilpotent then there is
an n such that t™ is the zero map, so t satisfies the polynomial p(x) = x™ = (x—0)™.
By Lemma 1.10 the minimal polynomial of t divides p, so the minimal polynomial
has only zero for a root. By Cayley-Hamilton, Theorem 1.8, the characteristic
polynomial has only zero for a root. Thus the only eigenvalue of t is zero.

Conversely, if a transformation t on an n-dimensional space has only the single
eigenvalue of zero then its characteristic polynomial is x™. The Cayley-Hamilton
Theorem says that a map satisfies its characteristic polynomial so t™ is the zero
map. Thus t is nilpotent.
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Five.lV.1.26 A minimal polynomial must have leading coefficient 1, and so if the
minimal polynomial of a map or matrix were to be a degree zero polynomial then it
would be m(x) = 1. But the identity map or matrix equals the zero map or matrix
only on a trivial vector space.

So in the nontrivial case the minimal polynomial must be of degree at least one.
A zero map or matrix has minimal polynomial m(x) = x, and an identity map or
matrix has minimal polynomial m(x) =x —1.
Five.lV.1.27 For a diagonal matrix
t11 0

tn,n
the characteristic polynomial is (t1,1 —%)(t2,2 —x) -+ (tnn —x). Of course, some of
those factors may be repeated, e.g., the matrix might have t; ; =t, . For instance,
the characteristic polynomial of

D =

o O W
o W o
— O O

is(3—x)?(1—x)=—-1-(x—=3)*x—1).

To form the minimal polynomial, take the terms x —t; ;, throw out repeats, and
multiply them together. For instance, the minimal polynomial of D is (x —3)(x—1).
To check this, note first that Theorem 1.8, the Cayley-Hamilton theorem, requires
that each linear factor in the characteristic polynomial appears at least once in the
minimal polynomial. One way to check the other direction —that in the case of a
diagonal matrix, each linear factor need appear at most once—is to use a matrix
argument. A diagonal matrix, multiplying from the left, rescales rows by the entry
on the diagonal. But in a product (T —t; 1I)---, even without any repeat factors,
every row is zero in at least one of the factors.

For instance, in the product

0 0 0 2 00 10 0
(D=-3)(D—-1)=(D-3)(D—-1)I=|0 0 O 0 20 010
0 0 -2 0 0 0 0 0 1

because the first and second rows of the first matrix D — 31 are zero, the entire
product will have a first row and second row that are zero. And because the third
row of the middle matrix D — 11 is zero, the entire product has a third row of zero.

Five.IV.1.28 This subsection starts with the observation that the powers of a linear
transformation cannot climb forever without a “repeat”, that is, that for some
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power n there is a linear relationship ¢, - t™ +---4+c¢1 -t +cp - id = z where z is
the zero transformation. The definition of projection is that for such a map one
linear relationship is quadratic, t> —t = z. To finish, we need only consider whether
this relationship might not be minimal, that is, are there projections for which the
minimal polynomial is constant or linear?

For the minimal polynomial to be constant, the map would have to satisfy that
Co - id = z, where ¢y = 1 since the leading coefficient of a minimal polynomial is
1. This is only satisfied by the zero transformation on a trivial space. This is a
projection, but not an interesting one.

For the minimal polynomial of a transformation to be linear would give ¢y - t +
co - id = z where ¢y = 1. This equation gives t = —c¢ - id. Coupling it with the
requirement that t? =t gives t* = (—co)? - id = —co - id, which gives that cy =0
and t is the zero transformation or that cp = 1 and t is the identity.

Thus, except in the cases where the projection is a zero map or an identity map,

the minimal polynomial is m(x) = x% — x.

Five.lV.1.29  (a) This is a property of functions in general, not just of linear
functions. Suppose that f and g are one-to-one functions such that fo g is
defined. Let fo g(x7) = f o g(x2), so that f(g(x1)) = f(g(x2)). Because f is
one-to-one this implies that g(x;) = g(x2). Because g is also one-to-one, this in
turn implies that x; = x,. Thus, in summary, fo g(x;) = f o g(x;) implies that
X1 =x; and so f o g is one-to-one.

(b) If the linear map h is not one-to-one then there are unequal vectors v,
Vv, that map to the same value h(V;) = h(V¥,). Because h is linear, we have
0 = h(+) — h(¥;) = h(¥; — V) and so ¥; — v, is a nonzero vector from the
domain that h maps to the zero vector of the codomain (V; — ¥, does not equal
the zero vector of the domain because V; does not equal V).

(c) The minimal polynomial m(t) sends every vector in the domain to zero and so
it is not one-to-one (except in a trivial space, which we ignore). By the first item
of this question, since the composition m(t) is not one-to-one, at least one of the
components t — A; is not one-to-one. By the second item, t — A; has a nontrivial
null space. Because (t —A;)(V) = 0 holds if and only if t(V) = Ay -V, the prior
sentence gives that A; is an eigenvalue (recall that the definition of eigenvalue
requires that the relationship hold for at least one nonzero V).

Five.IV.1.30 This is false. The natural example of a non-diagonalizable transformation
works here. Consider the transformation of C? represented with respect to the
standard basis by this matrix.

(01
~\o o0
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The characteristic polynomial is ¢c(x) = x2. Thus the minimal polynomial is either
mi(x) = x or ma(x) = x%. The first is not right since N—0-1I is not the zero matrix,
thus in this example the minimal polynomial has degree equal to the dimension of
the underlying space, and, as mentioned, we know this matrix is not diagonalizable
because it is nilpotent.

Five.lV.1.31 Let A and B be similar A = PBP~!. From the facts that

A™ = (PBP )™ = (PBP')(PBP')... (PBP )
=PB(P~'P)B(P'P).-- (P~ 'P)BP~! = PB"P!

and c-A =c-(PBP~') = P(c-B)P~! follows the required fact that for any polynomial
function f we have f(A) = Pf(B)P~'. For instance, if f(x) = x* + 2x + 3 then

A2 +2A+31=(PBP )2 +2-PBP ' +3-1
= (PBP ")(PBP ')+ P(2B)P" ' +3-PP ! =P(B* +2B +3))P'

shows that f(A) is similar to f(B).

(a) Taking f to be a linear polynomial we have that A — xI is similar to B — xI.
Similar matrices have equal determinants (since |A| = [PBP~!| =|P|-|B|- [P~ | =
1-[B|-1=B|). Thus the characteristic polynomials are equal.

(b) As P and P~ are invertible, f(A) is the zero matrix when, and only when,
f(B) is the zero matrix.

(c) They cannot be similar since they don’t have the same characteristic polynomial.
The characteristic polynomial of the first one is x? —4x —3 while the characteristic
polynomial of the second is x? — 5x + 5.

Five.IV.1.32 Suppose that m(x) = x™ + mp_1x™ " + -+ + myx + Mo is minimal for
T.

(a) For the ‘if’ argument, because T™ + .-+ + m;T + mol is the zero matrix
we have that I = (T +--- + myT)/(—mo) = T - (T + -+ + myI)/(—mo)
and so the matrix (—1/mo) - (T ! + .- 4+ my1) is the inverse of T. For ‘only
if’, suppose that mo = 0 (we put the n = 1 case aside but it is easy) so that
T 41y T = (T "+ - -4+m; )T is the zero matrix. Note that T" "+ -+m; I
is not the zero matrix because the degree of the minimal polynomial is n. If T~!
exists then multiplying both (T™~! +--- +m )T and the zero matrix from the
right by T~! gives a contradiction.
(b) If T is not invertible then the constant term in its minimal polynomial is zero.
Thus,

Ty T= (T 4 DT =TT -y D)

is the zero matrix.
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Five.lV.1.33  (a) For the inductive step, assume that Lemma 1.7 is true for poly-
nomials of degree 1i,...,k — 1 and consider a polynomial f(x) of degree k. Fac-
tor f(x) = k(x —A7)9" -+ (x —A,)9= and let k(x —Aq)9~T...(x —A,)9 be
Cno1X" 1 4+ 4+ c1x + co. Substitute:

k(t=A1)9 oo (t=A) (V) =t —A)o (t—=A)T o0 (t—A)9 (V)
= (t—=A1) (a1t (¥) + - + coV)
= f(t)(V)
(the second equality follows from the inductive hypothesis and the third from
the linearity of t).

(b) One example is to consider the squaring map s: R — R given by s(x) = x?. It
is nonlinear. The action defined by the polynomial f(t) = t> — 1 changes s to
f(s) = s> — 1, which is this map.

XSZ»—_Q sos(x)—1T=x%—1
Observe that this map differs from the map (s — 1) o (s + 1); for instance, the
first map takes x =5 to 624 while the second one takes x =5 to 675.
Five.IV.1.34 Yes. Expand down the last column to check that x™ + m,_x™ ! +
-+« +myx + Mg is plus or minus the determinant of this.

—X 0 0 mo
0 1—x 0 my
0 0 1T—x my

T—x mMmp_g

Five.lV.2: Jordan Canonical Form

Five.lV.2.15 We must check that
30 1 12 1/2)\ (2 —1 1 =2
(1 3) =NASL=PTP = (—1/4 1/4) <1 4) <1 2)
That calculation is easy.

Five.IV.2.16  (a) The characteristic polynomial is c(x) = (x — 3)? and the minimal
polynomial is the same.
(b) The characteristic polynomial is ¢(x) = (x + 1)2. The minimal polynomial is
m(x)=x+1.
(c) The characteristic polynomial is ¢(x) = (x 4+ (1/2))(x — 2)? and the minimal
polynomial is the same.
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(d) The characteristic polynomial is ¢(x) = (x — 3)® The minimal polynomial is
the same.

(e) The characteristic polynomial is c¢(x) = (x — 3)*. The minimal polynomial is
m(x) = (x —3)2.

(f) The characteristic polynomial is c¢(x) = (x + 4)?(x — 4)? and the minimal
polynomial is the same.

(9) The characteristic polynomial is c(x) = (x —2)?(x —3)(x —5) and the minimal
polynomial is m(x) = (x — 2)(x — 3)(x — 5).

(h) The characteristic polynomial is c(x) = (x —2)?(x — 3)(x —5) and the minimal
polynomial is the same.

Five.IV.2.17  (a) The transformation t—3 is nilpotent (that is, .45, (t—3) is the entire
space) and it acts on a string basis via two strings, [§1 — Ba— B3 — 64 — 0
and ﬁ 5 0. Consequently, t — 3 can be represented in this canonical form.

0 0 0 00

10 0 0 O

N;=|0 1T 0 0 0

0O 01 00

0 00 00
and therefore T is similar to this canonical form matrix.
300 00
13 0 00
Js3=Nz+3I=[0 1 3 0 O
001 30
0 0 0 0 3

(b) The restriction of the transformation s + 1 is nilpotent on the subspace
Ns%(s 4+ 1), and the action on a string basis is B1 — 0. The restriction of the
transformation s — 2 is nilpotent on the subspace .45, (s — 2), having the action
on a string basis of ﬁz — [§3 — 0 and BL; — E;5 — 0. Consequently the Jordan
form is this.

-1 0 0 0 0
0 2 0 00
0 1.2 00
0 00 2 0
0O 00 1 2

Five.lV.2.18 For each, because many choices of basis are possible, many other answers
are possible. Of course, the calculation to check if an answer gives that PTP~! is in
Jordan form is the arbiter of what’s correct.
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(a) Here is the arrow diagram.
(C3

wrt E3 wrt E3

idl? ile

3 t 3
Cu/rt B J (ert B

t
T (C3

The matrix to move from the lower left to the upper left is this.

1T -2 0
Pi] = (Rep83’B (1d))71 == RepB)£3 (ld) = 1 0 1
-2 0 0

The matrix P to move from the upper right to the lower right is the inverse of
P,
(b) We want this matrix and its inverse.

1.0 3
Pl=]0 1 4
0 -2 0

(c) The concatenation of these bases for the generalized null spaces will do for the
basis for the entire space.

1\ /-1 1 0 —1
0 0 1 0 —1

By=(lo|,|=1]) Bs=(|=1]|,{0o]|,[1]
1 0 0 -2 2
0 1 0 2 0

The change of basis matrices are this one and its inverse.
-1 =1 1 0 -1
0 o0 1 0 -1
P'=]0 -1 -1 0 1
1 0 0o -2 2
0 1 o 2 0

Five.IV.2.19 The general procedure is to factor the characteristic polynomial c(x) =
(x —A1)P1(x — A2)P2--- to get the eigenvalues Ay, A2, etc. Then, for each A;
we find a string basis for the action of the transformation t — A; when restricted
to A5 (t —Ay), by computing the powers of the matrix T — A;I and finding the
associated null spaces, until these null spaces settle down (do not change), at which
point we have the generalized null space. The dimensions of those null spaces (the
nullities) tell us the action of t — A; on a string basis for the generalized null space,
and so we can write the pattern of subdiagonal ones to have N;,. From this matrix,
the Jordan block Ja, associated with A; is immediate ], = N, +A;I. Finally, after
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we have done this for each eigenvalue, we put them together into the canonical
form.
(a) The characteristic polynomial of this matrix is ¢(x) = (—10—x)(10—x)+100 =
x?, so it has only the single eigenvalue A = 0.

power p (T+0-1)P A ((t—0)P) nullity
P[0 4 () yeey
—25 10 y
2 00 2 2
00

(Thus, this transformation is nilpotent: .45, (t —0) is the entire space). From the
nullities we know that t’s action on a string basis is [§ 1 [_5'2 + 0. This is the
canonical form matrix for the action of t —0 on A%, (t — 0) = C?

0 0

and this is the Jordan form of the matrix.

0 0
]o—No-i-O-I—(] 0)

Note that if a matrix is nilpotent then its canonical form equals its Jordan form.
We can find such a string basis using the techniques of the prior section.

<o) ()

We took the first basis vector so that it is in the null space of t? but is not in the
null space of t. The second basis vector is the image of the first under t.

(b) The characteristic polynomial of this matrix is c(x) = (x + 1)?, so it is a
single-eigenvalue matrix. (That is, the generalized null space of t+ 1 is the entire
space.) We have

N+ 1) —{(ﬁ“) lyeC}  AH((t+1)?) =C?

and so the action of t+ 1 on an associated string basis is 6 1 ﬁz — 0. Thus,

0 0
Ni pr—
the Jordan form of T is

-1 0
J-1 1+ (1 _]>
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and choosing vectors from the above null spaces gives this string basis (other

choices are possible).
1 6
B fnd

(c) The characteristic polynomial c(x) = (1 —x)(4 —x)? = —1-(x—1)(x —4)? has
two roots and they are the eigenvalues Ay =1 and A, =4.
We handle the two eigenvalues separately. For A;, the calculation of the
powers of T — 11 yields
0
A t=1)={ly|lyeC}
0
and the null space of (t — 1)? is the same. Thus this set is the generalized null
space A4 (t —1). The nullities show that the action of the restriction of t — 1 to
the generalized null space on a string basis is 1 — 0.
A similar calculation for A, =4 gives these null spaces.

0 z—y
N(t—4)={|z|lzeC} A(t-4)=(| vy |lyzeC}
z z

(The null space of (t —4)3 is the same, as it must be because the power of the
term associated with A, =4 in the characteristic polynomial is two, and so the
restriction of t — 2 to the generalized null space .45, (t — 2) is nilpotent of index
at most two—it takes at most two applications of t — 2 for the null space to
settle down.) The pattern of how the nullities rise tells us that the action of t —4
on an associated string basis for A5 (t —4) is 2 — B3 — 0.

Putting the information for the two eigenvalues together gives the Jordan
form of the transformation t.

10 0
0 4 0
01 4
We can take elements of the null spaces to get an appropriate basis.
0 1 0
B=B; Bs=(|1],[0],]|5])
0 1 5

(d) The characteristic polynomial is ¢(x) = (—2—x)(4 —x)? = —1- (x +2)(x —4)?.
For the eigenvalue A_; (the subscript there is —2), calculation of the powers
of T + 2I yields this.
z
N (t+2)={]z|1zeC}
z
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The null space of (t+ 2)? is the same, and so this is the generalized null space
N (t+2). Thus the action of the restriction of t+2 to 44, (t+2) on an associated
string basis is ﬁ1 — 0.

For A, =4, computing the powers of T — 41 yields

z X
Nt—H={|—z|lzeC} AH((t—-9H)={]|—-—2z]|]IxzeC}
z z

and so the action of t —4 on a string basis for A% (t —4) is B2 — 3 — 0.
Therefore the Jordan form is

-2 0 0
0 4 0
0 1 4
and a suitable basis is this.
1 0 —1
B=B , Bs=(|1],|=1|,] 1 ]
1 1 —1
(e) The characteristic polynomial of this matrix is c(x) = (2 — %)% = —1- (x — 2)3.
This matrix has only a single eigenvalue, A = 2. By finding the powers of T — 21
we have
-y —y—(1/2)z
N(t=2)={|y |lyeC} A((t—2)*)={ y ly,ze C}
0 z
and

H((t-2P) =C3
and so the action of t — 2 on an associated string basis is [§1 — 62 — 63 — 0.
The Jordan form is this

2 00
12 0
01 2
and one choice of basis is this.
0 7 -2
B={(|1],]1-91],] 2 |)
0 4 0
(f) The characteristic polynomial c(x) = (1 —x)3 = —(x — 1)3 has only a single

root, so the matrix has only a single eigenvalue A = 1. Finding the powers of
T — 11 and calculating the null spaces
—2y+z
At —=1) ={ Yy ly,zeCl A ((t=1)%)=C
z
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shows that the action of the nilpotent map t—1 on a string basis is [§ 1 [§ 5,0
and 6 5 — 0. Therefore the Jordan form is

100
J=11 1 0
0 0 1
and an appropriate basis (a string basis associated with t — 1) is this.
0 2 1
B=(|1]|,|-2],]0])
0 —2 1

(9) The characteristic polynomial is a bit large for by-hand calculation, but just
manageable c(x) = x* — 24x3 + 216x2 — 864x + 1296 = (x — 6)*. This is a
single-eigenvalue map, so the transformation t — 6 is nilpotent. The null spaces

—Z—W X
N (t—6) =] _ZZ_W lzweC}  H((t—6)2) =/ _ZZ_W x,z,w € C}
w w

and

A ((t—6)*)=C?
and the nullities show that the action of t — 6 on a string basis is B1— B2
ﬁg s 0 and 64 s 0. The Jordan form is

6 0 0 O

1.6 00

01 6 0

0 0 0 6

and finding a suitable string basis is routine.
0 2 3 —1
0 —1 3 —1

B=ol | a6l | 1|

1 2 3 0

Five.lV.2.20 There are two eigenvalues, Ay = —2 and A, = 1. The restriction of t + 2
to A% (t + 2) could have either of these actions on an associated string basis.
61 = fgz 0 61 0
Ez =0
The restriction of t — 1 to A, (t — 1) could have either of these actions on an
associated string basis.

Bz Psr—0 B30
s —0
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In combination, that makes four possible Jordan forms, the two first actions, the
second and first, the first and second, and the two second actions.

-2 0 00 -2 0 00 -2 0 0 0 -2 0 00
1 =2 0 0 0 -2 00 1 =2 0 0 0 =2 00
0O 0 1T 0 0 0 1 0 0 0 10 0 0 1T 0
0 0 11 0o 0 11 0 0 01 0 0 01

Five.lV.2.21 The restriction of t + 2 to .4, (t + 2) can have only the action [§1 — 0.
The restriction of t — 1 to 45 (t — 1) could have any of these three actions on an
associated string basis.

Bar> B3> Bars O B2 B3 0 p2 0
Bs—0 p3z—0
64'—>5

Taken together there are three possible Jordan forms, the one arising from the first
action by t — 1 (along with the only action from t + 2), the one arising from the
second action, and the one arising from the third action.

-2 0 0 O -2 0 0 O -2 0 0 O
0 1.0 0 0 1.0 O 0 1.0 O
0o 1.1 0 0o 1.1 0 0 010
0 0 1 1 0 0 0 1 0 0 0 1

Five.IV.2.22 The action of t + 1 on a string basis for .4, (t + 1) must be B1 — 0.
Because of the power of x — 2 in the minimal polynomial, a string basis for t — 2
has length two and so the action of t —2 on .4, (t — 2) must be of this form.

ng(gsHG

34 —0
Therefore there is only one Jordan form that is possible.
-1 0 0 O
0 2 00
0o 1 20
0 0 0 2

Five.lV.2.23 There are two possible Jordan forms. The action of t+ 1 on a string basis
for A5 (t 4+ 1) must be [31 + 0. There are two actions for t —2 on a string basis
for A5 (t — 2) that are possible with this characteristic polynomial and minimal
polynomial.

Bar> B30 Bar> B30
64 — 65 0 B4 0
Bs— 0
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The resulting Jordan form matrices are these.

-1 0 0 0 0 -1 0 0 0 0
0 2 0 00 0 2 0 00
0 1.2 00 0 1.2 0 0
0 0 0 2 0 0 0 0 2 0
0 0 0 1 2 0 0 0 0 2
Five.lV.2.24  (a) The characteristic polynomial is c¢(x) = x(x — 1). For A; = 0 we

have
N (£=0) —{(g“) lyecy
(of course, the null space of t? is the same). For A, =1,
H(t—1) _{<g> |x € C}

(and the null space of (t — 1)? is the same). We can take this basis

1 1
B =
to get the diagonalization.

—1
1 11y (1 1) (oo
-1 0 0 0)\=1 0o/ \o 1
(b) The characteristic polynomial is ¢(x) =x* — 1 = (x + 1)(x — 1). For A = —1,
A (t+1) 4(‘9”) |y €C}
and the null space of (t 4+ 1)? is the same. For A, =1
H(E=T) :{@) lyeC}

and the null space of (t — 1)? is the same. We can take this basis

1 1
-(4).0)
to get a diagonalization.
1) o 1\ [1 1\ (-1 0
1 -1 1 0/\=1 1) o0 1

Five.lV.2.25 The transformation d/dx: P53 — P3 is nilpotent. Its action on the basis

B = (x3,3x?%,6x,6) is x> + 3x? ++ 6x ++ 6 > 0. Its Jordan form is its canonical
form as a nilpotent matrix.

~—
Il
o O = O
o = O O
— O O O
o O O O



384 Linear Algebra, by Hefferon

Five.IV.2.26 Yes. Each has the characteristic polynomial (x + 1)2. Calculations of
the powers of Ty +1-1 and T, + 1 - I gives these two.

mt1+1)={<ygz> lyeC) Mtz+1)={® lyeC)

(Of course, for each the null space of the square is the entire space.) The way that
the nullities rise shows that each is similar to this Jordan form matrix
-1 0
1T -1
and they are therefore similar to each other.
Five.IV.2.27 Its characteristic polynomial is c(x) = x? 4+ 1 which has complex roots
x? + 1= (x+1)(x —1i). Because the roots are distinct, the matrix is diagonalizable
and its Jordan form is that diagonal matrix.

-1 0
0 i
To find an associated basis we compute the null spaces.
. —i . i
N (t+1) ={< y”) lyeC)  A(t—1) ={<yy> lyeC)
For instance,
i —1
THi-I=(. ~
1 i
and so we get a description of the null space of t + i by solving this linear system.
ix — .g =0 ip1+pa ix—y=0
x+iy=0 0=0
(To change the relation ix =y so that the leading variable x is expressed in terms
of the free variable y, we can multiply both sides by —i.)
As a result, one such basis is this.

6.

Five.lV.2.28 We can count the possible classes by counting the possible canonical
representatives, that is, the possible Jordan form matrices. The characteristic
polynomial must be either cj(x) = (x +3)%(x —4) or c2(x) = (x +3)(x —4)%. In
the ¢y case there are two possible actions of t + 3 on a string basis for A5, (t + 3).

61 = fgz =0 E] 0
Ez 0
There are two associated Jordan form matrices.
-3 0 0 -3 0 0
1 -3 0 0 -3 0

0o 0 4 0 0 4
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Similarly there are two Jordan form matrices that could arise out of c».

-3 0 0 -3 0 0
0 4 0 0 4 0
0 1 4 0 0 4

So in total there are four possible Jordan forms.

Five.lV.2.29 Jordan form is unique. A diagonal matrix is in Jordan form. Thus
the Jordan form of a diagonalizable matrix is its diagonalization. If the minimal
polynomial has factors to some power higher than one then the Jordan form has
subdiagonal 1’s, and so is not diagonal.

Five.lV.2.30 One example is the transformation of C that sends x to —x.

Five.lV.2.31 Apply Lemma 2.11 twice; the subspace is t — Ay invariant if and only if
it is t invariant, which in turn holds if and only if it is t — A, invariant.

Five.lV.2.32 False; these two 4 x4 matrices each have c(x) = (x — 3)* and m(x) =
(x —3)2.

3000 3000
13 00 13 00
0 0 3 0 0 0 30
0 01 3 0 0 0 3
Five.lV.2.33  (a) The characteristic polynomial is this.
Ty b | = (@=x)(d=x)—be = ad—(a+d)x+x*~be = x*~(a+d)x-+(ad—be)

Note that the determinant appears as the constant term.

(b) Recall that the characteristic polynomial |T — xI| is invariant under similarity.
Use the permutation expansion formula to show that the trace is the negative of
the coefficient of x™~'.

(c) No, there are matrices T and S that are equivalent S = PTQ (for some
nonsingular P and Q) but that have different traces. An easy example is this.

(666 )

Even easier examples using 1x 1 matrices are possible.
(d) Put the matrix in Jordan form. By the first item, the trace is unchanged.
(e) The first part is easy; use the third item. The converse does not hold: this

matrix
1 0
0 -1

has a trace of zero but is not nilpotent.



Five.lV.2.34 Suppose that Byy is a basis for a subspace M of some vector space.
Implication one way is clear; if M is t invariant then in particular, if mi € By
then t(m) € M. For the other implication, let By = (61,..., [§q> and note that
t(m) = t(mi By +~-+mq[§q) =mt(B1) +~~~+mqt([§q) is in M as any subspace
is closed under linear combinations.

Five.IV.2.35 Yes, the intersection of t invariant subspaces is t invariant. Assume that
M and N are t invariant. If v € M N N then t(V) € M by the invariance of M and
t(V) € N by the invariance of N.

Of course, the union of two subspaces need not be a subspace (remember that
the x- and y-axes are subspaces of the plane R? but the union of the two axes
fails to be closed under vector addition; for instance it does not contain €; + €5.)
However, the union of invariant subsets is an invariant subset; if V.€ M U N then
Ve MorveNsot(V) €M or t(V) € N.

No, the complement of an invariant subspace need not be invariant. Consider

{@me«:}

of C2 under the zero transformation.

the subspace

Yes, the sum of two invariant subspaces is invariant. The check is easy.

Five.IV.2.36 One such ordering is the dictionary ordering. Order by the real compo-
nent first, then by the coefficient of i. For instance, 3421 < 44 1i but 4411 < 44-2i.

Five.IV.2.37 The first half is easy —the derivative of any real polynomial is a real
polynomial of lower degree. The answer to the second half is ‘no’; any complement
of P;(R) must include a polynomial of degree j + 1, and the derivative of that
polynomial is in P;(R).

Five.lV.2.38 For the first half, show that each is a subspace and then observe that any
polynomial can be uniquely written as the sum of even-powered and odd-powered

5.

terms (the zero polynomial is both). The answer to the second half is ‘no’: x~ is

even while 2x is odd.

Five.lV.2.39 Put the matrix in Jordan form. By non-singularity, there are no zero
eigenvalues on the diagonal. Ape this example:

9 0 0 3 0 0\
19 0l=[16 3 0
00 4 0 0 2

to construct a square root. Show that it holds up under similarity: if S = T then
(PSP~1)(PSP~1) = PTP~ .
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Topic: Method of Powers

1 (a) By eye, we see that the largest eigenvalue is 4. Sage gives this.

sage: def eigen(M,v,num_loops=10):
ceeat for p in range(num_loops):
0oood v_normalized = (1/v.norm())=*v

v = Mxv
return v
M = matrix(RDF, [[1,5], [0,41])
v = vector(RDF, [1, 2])

: v = eigen(M,v)
sage: (M=v).dot_product(v)/v.dot_product(v)
4.00000147259

(b) A simple calculation shows that the largest eigenvalue is 2. Sage gives this.

sage: M = matrix(RDF, [[3,2], [-1,0]1D)
sage: v = vector(RDF, [1, 2])

sage: v = eigen(M,v)

sage: (M«v).dot_product(v)/v.dot_product(v)
2.00097741083

2 (a) Here is Sage.

sage: def eigen_by_iter(M, v, toler=0.01):

dex = 0

diff = 10

while abs(diff)>toler:
dex = dex+1
v_next = M=v
v_normalized = (1/v.norm())=*v
v_next_normalized = (1/v_next.norm())+v_next
diff = (v_next_normalized-v_normalized).norm()
v_prior = v_normalized
v = v_next_normalized

return v, v_prior, dex

sage: M = matrix(RDF, [[1,5], [0,41])
sage: v = vector(RDF, [1, 2])

sage: v,v_prior,dex = eigen_by_iter(M,v)
sage: (M+v).norm()/v.norm()
4.00604111686

sage: dex

4

(b) Sage takes a few more iterations on this one. This makes use of the procedure
defined in the prior item.

sage: M = matrix(RDF, [[3,2], [-1,0]1])
sage: v = vector(RDF, [1, 2])

sage: v,v_prior,dex = eigen_by_iter(M,v)
sage: (M#v).norm()/v.norm()
2.01585174302

sage: dex

6

3 (@) The largest eigenvalue is 3. Sage gives this.
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sage: M = matrix(RDF, [[4,0,1], [-2,1,0], [-2,0,111)
sage: v = vector(RDF, [1, 2, 3])

sage: v = eigen(M,v)

sage: (M#v).dot_product(v)/v.dot_product(v)
3.02362112326

(b) The largest eigenvalue is —3.

sage: M = matrix(RDF, [[-1,2,2], [2,2,2], [-3,-6,-6]1])
sage: v = vector(RDF, [1, 2, 3])

sage: v = eigen(M,v)

sage: (M+v).dot_product(v)/v.dot_product(v)
-3.00941127145

4 (a) Sage gets this, where eigen_by_iter is defined above.

sage: M = matrix(RDF, [[4,0,1], [-2,1,0], [-2,0,1]1])
sage: v = vector(RDF, [1, 2, 3])

sage: v,v_prior,dex = eigen_by_iter(M,v)

sage: (M«v).dot_product(v)/v.dot_product(v)
3.05460392934

sage: dex

8

(b) With this setup,

sage: M = matrix(RDF, [[-1,2,2], [2,2,2], [-3,-6,-611)
sage: v = vector(RDF, [1, 2, 3])

Sage does not return (use <ctrl>-c to interrupt the computation). Adding some
error checking code to the routine

def eigen_by_iter(M, v, toler=0.01):
dex = 0
diff = 10
while abs(diff)>toler:
dex = dex+1
if dex>1000:
print "oops! probably in some loop: \nv=",v,"\nv_next=",v_next
v_next = Mxv
if (v.norm()==0):
print "oops! v is zero"
return None
if (v_next.norm()==0):
print "oops! v_next is zero"
return None
v_normalized = (1/v.norm())=v
v_next_normalized = (1/v_next.norm())*v_next
diff = (v_next_normalized-v_normalized).norm()
v_prior = v_normalized
v = v_next_normalized
return v, v_prior, dex

gives this.

oops! probably in some loop:
v= (0.707106781187, -1.48029736617e-16, -0.707106781187)
v_next= (2.12132034356, -4.4408920985e-16, -2.12132034356)
oops! probably in some loop:
v= (-0.707106781187, 1.48029736617e-16, 0.707106781187)
v_next= (-2.12132034356, 4.4408920985e-16, 2.12132034356)
oops! probably in some loop:



v= (0.707106781187, -1.48029736617e-16, -0.707106781187)
v_next= (2.12132034356, -4.4408920985e-16, -2.12132034356)

So it is circling.

5 In theory, this method would produce A,. In practice, however, rounding errors in
the computation introduce components in the direction of v, and so the method
will still produce Aq, although it may take somewhat longer than it would have
taken with a more fortunate choice of initial vector.

6 Instead of using Vi = TV, _1, use T~ 'V = Vi_1.

Topic: Stable Populations

1 The equation

082 0 .90 .01 —.01 —.01
O8=T=1"0 089) |0 99) =\ 10 —10
leads to this system.
—.01 —-.01 LAY
—10 —10/ \r 0
So the eigenvectors have p = —.

2 Sage finds this.

sage: M = matrix(RDF, [[0.90,0.01], [0.10,0.9911)
sage: v = vector(RDF, [10000, 100000])

sage: for y in range(10):

500003 v[1l] = v[1]«(1+.01)Ay

AP print "pop vector year",y," is",v

50008 v = Mxv

pop vector year
pop vector year
pop vector year
pop vector year
pop vector year
pop vector year
pop vector year
pop vector year
pop vector year
pop vector year

is (10000.0, 100000.0)

is (10000.0, 101000.0)

is (10010.0, 103019.899)

is (10039.19899, 106111.421211)
is (10096.3933031, 110360.453787)
is (10190.3585107, 115891.187687)
is (10330.2345365, 122872.349786)
is (10525.9345807, 131525.973067)
is (10788.6008533, 142139.351965)
is (11131.1342876, 155081.09214)

©oNOUh WNRE O

So inside the park the population grows by about eleven percent while outside the
park the population grows by about fifty five percent.



3 We want that next year the population of the park is a combination of animals
that stay and animals that enter from outside, pn 1 = 0.95p, + 0.01m,,. And, next
year’s population in the rest of the world is a combination of animals that have left
the park and animals that stayed in the rest of the world 1 = 0.05p,, + 0.997,.

The matrix equation
Pnt1) _ (0.95 0.01 Pn
Tnet ) \0.05 0.99 Th

means that to find eigenvalues we want to solve this.

A—0.95 0.01

— 2 _ _
0.10 A — 0.99 = A° —1.94\ — 0.9405

0=

Sage gives this.

sage: a,b,c = var('a,b,c")

sage: ge = (xA2 - 1.94#xx -.9405 == 0)
sage: print solve(ge, x)

[

x == -1/100+sqrt(18814) + 97/100,

x == 1/100+sqrt(18814) + 97/100

1

sage: n(-1/100+#sqrt(18814) + 97/100)
-0.401641352540816

sage: n(1/100+sqrt(18814) + 97/100)
2.34164135254082

So the only way to have a dynamically stable population is if the park’s numbers
grows by 234% every year.

4 (a) This is the recurrence.

Cnil 95 06 O Cn
Untt | =[.04 .90 .10 Un
M1 01 .04 90/ \my
(b) The system
.05¢ —.06u =0

—.04c+.10u—.10m =0
—.0Tc —.04u+.10m=0

has infinitely many solutions.

sage: var('c,u,m')

(c, u, m)

sage: eqgns = [ .05%c-.06xu == 0,

0oood -.04%c+.10%*u-.10*m == 0,
cooo8 -.01xc-.04*u+.10*m == 0 ]
sage: solve(egns, c,u,m)

[[c == 30/13*rl, u == 25/13*rl, m == rl]]
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Topic: Page Ranking

1 The sum of the entries in column j is 3 ; ahyj+ (1 —&)sij =) ;ochy;+ ) (1 —
o)sij =a)y johij+(1—o)) ;sij=o-1+(1—«)-1, which is one.
2 This Sage session gives equal values.

sage: H=matrix(Qq,[[0,0,0,1], [1,0,0,0], [0,1,0,0], [0,0,1,0]])

sage: S=matrix(QQ,[[1/4,1/4,1/4,1/4], [1/4,1/4,1/4,1/4], [1/4,1/4,1/4,1/4], [1/4,1/4,1/4,1/4]1])
sage: alpha=0.85

sage: G=alpha+H+(1l-alpha)=*S

sage: I=matrix(QQ,[[1,0,0,0], [O,1,0,0], [0,0,1,0], [0,0,0,11])

sage: N=G-I

sage: 1200%N

[-1155.00000000000 45.0000000000000 45.0000000000000 1065.00000000000]

[ 1065.00000000000 -1155.00000000000 45.0000000000000 45.0000000000000]

[ 45.0000000000000 1065.00000000000 -1155.00000000000 45.0000000000000]

[ 45.0000000000000 45.0000000000000 1065.00000000000 -1155.00000000000]

sage: M=matrix(QQ,[[-1155,45,45,1065], [1065,-1155,45,45], [45,1065,-1155,45], [45,45,1065,-1155]])
sage: M.echelon_form()

[1 0 0-1]

[0 1 0-1]

[o 0 1-1]

[0o 0 0 0]

sage: v=vector([1,1,1,1])

sage: (v/v.norm()).n()

(0.500000000000000, 0.500000000000000, 0.500000000000000, 0.500000000000000)

3 We have this.

o 0 1 1.2
o |13 0 0 o0
13 1/2 0 172
13 12 0 0

(a) This Sage session gives the answer.

sage: H=matrix(QQ,[[0,0,1,1/2], [1/3,0,0,0], [1/3,1/2,0,1/2], [1/3,1/2,0,01])
sage: S=matrix(QQ,[[1/4,1/4,1/4,1/4], [1/4,1/4,1/4,1/4]1, [1/4,1/4,1/4,1/4], [1/4,1/4,1/4,1/4]1])
sage: I=matrix(QQ,[[1,0,0,0], [O,1,0,0], [0,0,1,0], [0,0,0,11]1)

sage: alpha=0.85

sage: G=alphaxH+(1-alpha)=S

sage: N=G-I

sage: 1200«N

[-1155.00000000000 45.0000000000000 1065.00000000000 555.000000000000]

[ 385.000000000000 -1155.00000000000 45.0000000000000 45.0000000000000]

[ 385.000000000000 555.000000000000 -1155.00000000000 555.000000000000]

[ 385.000000000000 555.000000000000 45.0000000000000 -1155.00000000000]

sage: M=matrix(QQ,[[-1155,45,1065,555], [385,-1155,45,45], [385,555,-1155,555],
coool [385,555,45,-1155]11)

sage: M.echelon_form()

[ 1 0 0 -106613/58520]
[ 0 1 0 -40/57]
[ 0 0 1 -57/40]
[ 0 0 0 0]

sage: v=vector([106613/58520,40/57,57/40,1])
sage: (v/v.norm()).n()
(0.696483066294572, 0.268280959381099, 0.544778023143244, 0.382300367118066)



(b) Continue the Sage session to get this.

sage: alpha=0.95

sage: G=alphaxH+(1-alpha)=S

sage: N=G-I

sage: 1200«N

[-1185.00000000000 15.0000000000000 1155.00000000000
[ 395.000000000000 -1185.00000000000 15.0000000000000
[ 395.000000000000 585.000000000000 -1185.00000000000
[ 395.000000000000 585.000000000000 15.0000000000000

585.000000000000]
15.0000000000000]
585.000000000000]
-1185.00000000000]

sage: M=matrix(QQ,[[-1185,15,1155,585], [395,-1185,15,15], [395,585,-1185,585],
[395,585,15,-1185]11)
sage: M.echelon_form()

[ 1 0 0 -361677/186440]
[ 0 1 0 -40/59]
[ 0 0 1 -59/40]
[ 0 0 0 0]

sage: v=vector([361677/186440,40/59,59/40,1])
sage: (v/v.norm()).n()
(0.713196892748114, 0.249250262646952, 0.542275102671275, 0.367644137404254)

(c) Page p3 is important, but it passes its importance on to only one page, p1. So
that page receives a large boost.

Topic: Linear Recurrences

1 We use the formula
n
1+5 1—5
2 2

As observed earlier, (1 + 1/5)/2 is larger than one while (1 + v/5)/2 has absolute
value less than one.

sage: phi = (1+54(0.5))/2
sage: psi = (1-54(0.5))/2
sage: phi
1.61803398874989

sage: psi

-0.618033988749895

So the value of the expression is dominated by the first term. Solving 1000 =
(1/v5) - (1 +v/5)/2)™ gives this.

sage: a = In(1000%52(0.5))/In(phi)
sage: a

16.0271918385296

sage: psiA(17)
-0.000280033582072583

So by the seventeenth power, the second term does not contribute enough to change
the roundoff. For the ten thousand and million calculations the situation is even
more extreme.
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sage: b = 1In(10000+5A(0.5))/1n(phi)
sage: b

20.8121638053112

sage: ¢ = 1n(1000000%5A(0.5))/1In(phi)
sage: ¢

30.3821077388746

The answers in these cases are 21 and 31.

2 (a) We express the relation in matrix form.

f(n) (5 =6\ [f(n—1)
fn—=1)) \1 0 f(n—2)

The characteristic equation of the matrix

5—A —6
=M —5A+6
1 —A *
has roots of 2 and 3. Any function of the form f(n) = c¢12™ + c,3™ satisfies the

recurrence.
(b) The matrix expression of the relation is

( f(n) ) B <o 4) (f(n— 1))
fln—1) 1 0) \f(n—2)
and the characteristic equation
‘)\2 —z’ —(A=2)(A+2)
has the two roots 2 and —2. Any function of the form f(n) = ¢12™ + co(—2)"

satisfies this recurrence.
(c) In matrix form the relation

f(n) 5 -2 -8 fin—1)
fn—1)] =1 0 O f(n—2)
fln—2) 0 1 0/ \fn-3)

has a characteristic equation with roots —1, 2, and 4. Any combination of the
form c1(—1)™ + ¢22™ + c34™ solves the recurrence.

3 (a) The solution of the homogeneous recurrence is f(n) = ¢12™ + c3™. Substi-
tuting f(0) =1 and f(1) = 1 gives this linear system.

c1+ cr=1
2c1 +3co=1
By eye we see that ¢y =2 and ¢, = —1.

(b) The solution of the homogeneous recurrence is ¢12™ + c;(—2)™. The initial
conditions give this linear system.
c1+ ¢c2=0
201 — 262 =1
The solution is ¢; =1/4, c; = —1/4.
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(c) The homogeneous recurrence has the solution f(n) = c1(—1)™ + ¢c22™ + c34™.
With the initial conditions we get this linear system.
c1+ ¢c2+ c3=1
—Cc1+2c2+ 4dc3=1
c1+4cy +16¢c3=3
Its solution is ¢y = 1/3, ¢c2 =2/3, ¢c3 =0.
4 Fix a linear homogeneous recurrence of order k. Let S be the set of functions
f: N — C satisfying the recurrence. Consider the function ®: S — CX given as here.
£(0)
f(1)
f— .
f(k—1)
This shows linearity.
af1(0) + bfz(0)
Oa-f1+b-f2) =
(lf](k— ]) +bf2(k— ])

f1(0) f2(0)
=a : +b : =a-®(f;) +b-O(f2)
fi(k—1) fa(k—1)
5 We use the hint to prove this.
an—1 — A An—2 Qn-3 ... QOn_k+1 an—k
1 —A 0 0 0
0 1 —A
0= o 0 1
0 0 0 1 —A

= (=T (AR an AT an AT an A an k)

= (A F an AT Fan AP a1 A @)
The base step is trivial. For the inductive step, expanding down the final column
gives two nonzero terms.

Qn-1—A Qn-2 Qp-3 ... QOp_ k41
1 —A 0 - 0
- 0 1 oA
(—1) an,k-1—?\~ 0 0 1




(The matrix is square so the sign in front of —A is —1°¥¢"). Application of the
inductive hypothesis gives the desired result.

= ("ngﬁ1 an x -1
A (DR 2 (AT pan AR T2 an oA T a1 A9
6 This is a straightforward induction on n.

Sage says that we are safe.

sage: T64 = 18446744073709551615
sage: T64_days = T64/(60%60%24)
sage: T64_days
1229782938247303441/5760

sage: T64_years = T64_days/365.25
sage: T64_years
5.84542046090626e11

sage: age_of_universe = 13.8e9
sage: T64_years/age_of_universe
42.3581192819294

Topic: Coupled Oscillators

1 The angle sum formula for the cosine function is cos(a + ) = cos(«)cos(f) —
sin(«) sin(f3). Expand A cos(wt+¢) to A -[cos(wt) cos(¢d)—sin(wt) sin(¢Pp)]. Then
cos(¢) and sin(¢d) do not vary with t so we get the general solution x(t) =
B cos(wt) + Csin(wt).

2 We will do the first root; the second is similar. We have this equation.

wi—w?  €/2m A _ (o
e/21  wi-w?) \Ay) \O

Plug in the first root w? = w% + €/2v/ml. The two equations are redundant so we
just consider the first.

—(e/2vVml) - A7+ (e¢/2m)- A, =0
That’s a line through the origin in the plane, so to specify it we need only find the

ratio between the first and second variables.

Az (e/2v/ml) ~/m

A (e/2m) V1
So this is the space of eigenvectors associated with the first eigenvalue.

Aq

‘/\] S (:}
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3 Observe that cos(wt + (¢ + 7)) = —cos(wt + ¢). Take the derivatives

2
d:;it) =—w - sin(wt + ¢) ddﬁt) = —w? - cos(wt + )
and 5
dil(:) = w - sin(wt + ¢) ddigt) = w? - cos(wt + ¢)

and plug into the equations of motion ().

mA; - (—w? cos(wt + ¢)) + kA7 - (cos(wt + d)) + %Az - (—cos(wt+¢)) =0

IA; - (w? cos(wt + ¢)) + kA, - (—cos(wt + ¢)) + %A] - (cos(wt+ ) =0
Factor out cos(wt + ¢)

(m(—w?)) Ay +kA; — S A; =0

2
(Iwz)-Az—KAz—F%'A]:O
and divide through by m and I.

k P €

— = Al —=—-A2=0
(m w) VT om

€ K 5 B

1 A] (I w) A270

We are assuming that k/m = wi and k/I = wé are equal, and writing wé for that

number. Make the substitution and restate it as a matrix equation.

wi—w? —e/2m\ (A7) (O

€/21  wi—-w?) \A2) \O
We want the frequencies w for which this system has a nontrivial solution.
w3 —w? —e/2m
€/21 w? — w3
This is the same determinant as we did in the Topic body except that the second
column is multiplied by —1. Multiplying a row or column by a scalar multiplies
the entire determinant by that scalar. So this determinant is the negative of the

one in the Topic body. But we are setting it to zero so that doesn’t matter. The
roots are the same as in the Topic body.

4 See [Mewes].
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